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Abstract. In this work, the Harary index of zero-divisor graphs of rings Zn are calculated

when n is a member of the set {2p, p2, pλ, pq, p2q, pqr} where p, q and r are distinct prime

numbers and λ is an integer number . We give the formulas for computing the Harary index

of Γ(Zn). Moreover, the Harary index of graphs for products of rings were computed.

Keywords: Graph theory, Topological indeces, Harary index, Zero-divisor graph, Distance

in graph.
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1. Introduction and Preliminaries

The numerical invariants of chemical graphs are used to characterize some properties of the

graph of a molecule [35]. These invariants are named in the chemical literature as topologi-

cal indices also known as molecular descriptors, which are a single number [21]. Topological

indices have found application in various areas of chemistry, physics, mathematics, infor-

matics, biology, etc. [1, 2, 20, 28, 29]. Topological indices have found some applications in

theoretical chemistry, Chemical graph theory is a branch of mathematical chemistry that

has a significant impact on the development of the chemical sciences. This study, due to its

mathematical convergence, will attract many researchers.
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Many times, nearby atoms affect each other more than distant atoms. Ivanciuc et al.

defined a new molecular graph matrix for researching this interaction, namely the Harary

matrix [22]. It was also called initially the reciprocal distance matrix [24]. The Harary index

has been introduced independently by Plavšić et al. [31]. The Harary index is derived from

the Harary matrix and has a number of exciting properties. For this reason, many researchers

have studied this notion for many years [3, 10, 11, 12, 13, 14, 16, 36, 37, 38].

Graphs are a powerful tool for exploring algebraic structures, and their use has become a

prominent area of research. By mapping a graph to a ring or other algebraic structures, many

academics have investigated the algebraic properties of these structures using the associated

graphs [4, 6, 7, 15, 17, 19, 26, 27, 30].

Let G = (V,E) be a connected graph with vertex set V (G) = {ν1, ν2, ..., νn} and edge set

E(G) such that |V (G)| = n and |E(G)| = m. Let di,j denote by the distance between the

vertices νi and νj in G. The Harary matrix of G denoted by RD(G) is an n × n matrix

(RDi,j) such that [23, 31]

RDi,j =


1

di,j
, i ̸= j

0, i = j.

The Harary index of the graph G, denoted by HI(G), is defined as

HI(G) =
1

2

n∑
i=1

n∑
j=1

RDi,j

=
∑
i<j

RDi,j .

Zero-divisor graph of a commutative ring was introduced by Beck [7]. In that study,

Beck constitutes a connection between graph theory and commutative ring theory. Then,

Anderson and Livingston modified the definition of the zero-divisor graph of a commutative

ring [4]. They defined the zero-divisor graph of a commutative ring on nonzero zero-divisor

elements of the ring as follows:

Let Zn be the ring of integers modulo n. The zero-divisor graph Γ(Zn) is the simple

undirected graph without loops which has its vertex set coincides with the nonzero zero-

divisors of Zn and two distinct vertices υ and ν in Γ(Zn) are adjacent whenever υν = 0 in

Zn. Zero-divisor graphs have been a topic of interest to many researchers for many years

[8, 9, 32, 34].

Throughout this paper, we study Harary index of zero-divisor graphs of Zn and find some

formulas for computing the Harary index of Γ(Zn) which are examined. In Section 2, we
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calculate Harary index of zero-divisor graphs of Zn for n ∈ {2p, p2, pλ, pq, p2q, pqr} where p, q

and r are distinct prime numbers and λ > 2 is an integer number. Moreover, we arrive at the

Harary index of the Cartesian product of these graphs. Finally, we provide some examples

to support these theorems.

2. Harary index of Γ(Zn)

Lately, the zero-divisor graph of the ring Zn is popular research in spectral graph and

chemical graph theory. Many researchers have examined some topological indices of zero-

divisor graph of the Zn [5, 17, 18, 25, 33].

Theorem 2.1. Let p > 2 be a prime number, then

HI(Γ(Z2p)) =
(p− 1)(p+ 2)

4
.

Proof. Since Γ(Z2p) is a star graph it is isomorphic to K1,p−1. In this graph, the vertex set

V (Γ(Z2p)) is divided into two distinct subsets as follow:

S1 ={p},

S2 ={2x | x = 1, ..., p− 1},

where |S1| = Φ(2pp ) = 1 and |S2| = Φ(2p2 ) = p − 1. d(υ, ν) = 1 for ∀υ ∈ S1,∀ν ∈ S2, and

d(υ, ν) = 2 for ∀υ, ν ∈ S2. Therefore,

HI(Γ(Z2p)) =
∑

υ,ν∈V (Γ(Z2p))

1

d(υ, ν)

=
∑

υ∈S1,ν∈S2

1

d(υ, ν)
+

∑
υ,ν∈S2

1

d(υ, ν)

= |S2|
1

d(υ, ν)
+

|S2|(|S2| − 1)

2

1

d(υ, ν)

=
(p− 1)(p+ 2)

4
.

□

Theorem 2.2. Let p > 2 be a prime number, then

HI(Γ(Zp2)) =
(p− 1)(p− 2)

2
.
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Proof. Since Γ(Zp2) is a complete graph having p− 1 vertices, so

Γ(Zp2) ∼= Kp−1. In a complete graph, d(υ, ν) = 1 for ∀υ, ν ∈ V (Γ(Zp2)). Therefore,

HI(Γ(Zp2)) =
∑

υ,ν∈V (Γ(Zp2 ))

1

d(υ, ν)

=
(p− 1)(p− 2)

2
.

□

Theorem 2.3. Let p be a prime number and λ > 2 be an integer, then

HI(Γ(Zpλ)) =
(λ− 1)

4
pλ − (λ+ 3)

4
pλ−1 − p⌊

λ
2
⌋

4
+

p2(λ−1)

4
+ 1.

Proof. Firstly, we suppose that λ is even.

Case 1. In the first case, there are two subpart to be considered. In the first subpart, it is

considered the distance between a vertex from Si and a vertex from Sj where i = 2, ..., λ2 − 1

and j = 1, 2, ..., i− 1 is 2 as d(υ, ν) = 2, υ ∈ Si, ν ∈ Sj . So,

λ
2
−1∑

i=2

i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

The next subpart is related to the distance between a vertex from Si and a vertex from Sj

where i =
λ

2
, ..., λ− 2 and j = 1, ..., λ− i− 1

λ−2∑
i=λ

2

λ−i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

Case 2. We consider vertex set Si and Sj where i = λ
2 + 1, ..., λ− 1 and

j = λ − 1, .., i − 1. The distance between a vertex from Si and a vertex from Sj is 1. From

this,

λ−1∑
i=λ

2
+1

i−1∑
j=λ−i

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

Case 3. In this case, we take into account vertices in Si where

i = 1, ..., λ− 1. When considering vertices υ, ν ∈ Si for i ≥ λ
2 , the distance is 1, otherwise 2.

Hence, we get

λ
2
−1∑

i=1

|Si|(|Si| − 1)

2

1

d(υ, ν)
+

λ−1∑
i=λ

2

|Si|(|Si| − 1)

2

1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .
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Using above three cases, when λ is even, the Harary index of Γ(Zpλ) is as follows:

HI(Γ(Zpλ)) =

λ
2
−1∑

i=2

i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
+

λ−2∑
i=λ

2

λ−i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
+

λ−1∑
i=λ

2
+1

i−1∑
j=λ−i

|Si||Sj |
1

d(υ, ν)
+

λ
2
−1∑

i=1

|Si|(|Si| − 1)

2

1

d(υ, ν)
+

λ−1∑
i=λ

2

|Si|(|Si| − 1)

2

1

d(υ, ν)
.

Now, we suppose that λ is odd.

Case 1. In this case, we consider vertex sets Si and Sj where i = 2, ..., λ−1
2 and j = 1, ..., i−1.

The distance from Si to Sj is 2 as d(υ, ν) = 2, where υ ∈ Si and ν ∈ Sj . Hence, we get

λ−1
2∑

i=2

i−1∑
j=i

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

Also, in other part of this case, it is considered vertex sets Si and Sj where i = λ+1
2 , ..., λ− 2

and j = 1, ..., λ− i− 1. The distance between these vertices is also 2. So, we have

λ−2∑
i=λ+1

2

λ−i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

Case 2. In this case, we are interested in vertex sets Si and Sj where

i = λ+1
2 , ..., λ−1 and j = λ− i, ..., i−1. The distance is d(υ, ν) = 1 where υ ∈ Si and ν ∈ Sj .

Then, we have

λ−1∑
i=λ+1

2

i−1∑
j=λ−i

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

Case 3. In this case, we are interested in vertex sets Si and Sj where

i = λ+1
2 , ..., λ−1 and j = λ− i, ..., i−1. The distance is d(υ, ν) = 1 where υ ∈ Si and ν ∈ Sj .

Then, we have

λ−1∑
i=λ+1

2

i−1∑
j=λ−i

|Si||Sj |
1

d(υ, ν)
υ ∈ Si, ν ∈ Sj .

Case 4. In the last case, it is considered vertices in Si where

i = 1, ..., λ− 1. When considering vertices υ, ν ∈ Si for i ≥ λ+1
2 , the distance is 1, otherwise
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2. So, we attain

λ−1
2∑

i=1

|Si|(|Si| − 1)

2

1

d(υ, ν)
+

λ−1∑
i=λ+1

2

|Si|(|Si| − 1)

2

1

d(υ, ν)
υ ∈ Si, ν ∈ Sj

When λ is odd, using above three cases, the Harary index of Γ(Zpλ) is as follows:

HI(Γ(Zpλ)) =

λ−1
2∑

i=2

i−1∑
j=i

|Si||Sj |
1

d(υ, ν)
+

λ−2∑
i=λ+1

2

λ−i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
+

λ−1∑
i=λ+1

2

i−1∑
j=λ−i

|Si||Sj |
1

d(υ, ν)
+

λ−1
2∑

i=1

|Si|(|Si| − 1)

2

1

d(υ, ν)
+

λ−1∑
i=λ+1

2

|Si|(|Si| − 1)

2

1

d(υ, ν)
.

Therefore, Harary index of Γ(Zpλ) in a single form is as follows:

HI(Γ(Zpλ)) =

⌊λ−1
2

⌋∑
i=2

i−1∑
j=i

|Si||Sj |
1

d(υ, ν)
+

λ−2∑
i=⌈λ

2
⌉

λ−i−1∑
j=1

|Si||Sj |
1

d(υ, ν)
+

λ−1∑
i=⌈λ+1

2
⌉

i−1∑
j=λ−i

|Si||Sj |
1

d(υ, ν)
+

⌊λ−1
2

⌋∑
i=1

|Si|(|Si| − 1)

2

1

d(υ, ν)
+

λ−1∑
i=⌈λ

2
⌉

|Si|(|Si| − 1)

2

1

d(υ, ν)
.

Note that |Si| = ϕ(λi ) = pλ−i − pλ−i−1.

HI(Γ(Zpλ)) =

⌊λ−1
2

⌋∑
i=2

i∑
j=1

(pλ−i − pλ−i−1)(pλ−j − pλ−j−1)
1

2
+

λ−2∑
i=⌈λ

2
⌉

λ−i−1∑
j=1

(pλ−i − pλ−i−1)(pλ−j − pλ−j−1)
1

2
+

λ−1∑
i=⌈λ+1

2
⌉

i−1∑
j=λ−i

(pλ−i − pλ−i−1)(pλ−j − pλ−j−1)+

⌊λ−1
2

⌋∑
i=1

(pλ−i − pλ−i−1)(pλ−i − pλ−i−1 − 1)

2

1

2
+

λ−1∑
i=⌈λ

2
⌉

(pλ−i − pλ−i−1)(pλ−i − pλ−i−1 − 1)

2
. (2.1)
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After reducing and simplifying Equation 2.1, we get

HI(Γ(Zpλ)) =
(λ− 1)

4
pλ − (λ+ 3)

4
pλ−1 − p⌊

λ
2
⌋

4
+

p2(λ−1)

4
+ 1.

□

Example 2.1. Given Γ(Z27) where p = 2 and λ = 7 as in Figure 1. We consider Harary

index of Γ(Z27) according to Theorem 2.3 while λ is odd.

HI(Γ(Zpλ)) =
(λ− 1)

4
pλ − (λ+ 3)

4
pλ−1 − p⌊

λ
2
⌋

4
+

p2(λ−1)

4
+ 1

=
6

4
27 − 10

4
26 − 23

4
+

212

4
+ 1

=1055.
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Figure 1. Γ(Z27)
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Example 2.2. Given Γ(Z36) where p = 3 and λ = 6 as in Figure 2. In this example, we

consider Harary index of Γ(Z36) according to Theorem 2.3 when λ is even.

HI(Γ(Zpλ)) =
(λ− 1)

4
pλ − (λ+ 3)

4
pλ−1 − p⌊

λ
2
⌋

4
+

p2(λ−1)

4
+ 1

=
5

4
36 − 9

4
35 − 33

4
+

310

4
+ 1

=15121.
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Figure 2. Γ(Z36)

Theorem 2.4. Let Γ(Zpq) be a zero divisor graph and p and q be distinct prime numbers,

then

HI(Γ(Zpq)) = (p− 1)(q − 1)

[
1 +

(p− 2)

4(q − 1)
+

(q − 2)

4(p− 1)

]
.
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Proof. Note that the graph Γ(Zpq) is isomorphic to Kp−1,q−1 which is a complete bipartite

graph. The vertex set of this graph can be partitioned into two distinct subsets as

S1 = {px | x = 1, ..., q − 1},

S2 = {qx | x = 1, ..., p− 1},

where |S1| = Φ(pqp ) = q − 1 and |S2| = Φ(pqq ) = p − 1. It is clear that we have two cases to

calculate the Harary Index.

Case 1. d(υ, ν) = 1 for ∀υ ∈ S1 and ∀ν ∈ S2 where S1 ∪ S2 = V (Γ(Zpq)). Then

∑
υ∈S1,ν∈S2

1

d(υ, ν)
= |S1| · |S2|

= (p− 1)(q − 1).

Case 2. d(υ, ν) = 2 for ∀υ, ν ∈ Si where i = 1, 2. Then

2∑
i=1

∑
υ∈S1,ν∈S2

1

d(υ, ν)
=

(
|S1|
2

)
· 1
2
+

(
|S2|
2

)
· 1
2

=
1

4
·
[
(p− 1)(p− 2) + (q − 1)(q − 2)

]
.

According to these cases, we attain that

HI(Γ(Zpq)) = (p− 1)(q − 1)

[
1 +

(p− 2)

4(q − 1)
+

(q − 2)

4(p− 1)

]
.

□

Theorem 2.5. Let p and q be two distinct prime numbers, then Harary index of zero divisor

graph Γ(Zp2q) is

HI(Γ(Zp2q)) = (p− 1)(q − 1)

[
p(p+ 5)

3
+

(p+ 1)(q − 1)− 1

4

+
p3 + p2 − p− 4

4(q − 1)
+

q − 2

4(p− 1)

]
.
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Proof. In zero divisor graph Γ(Zp2q), the vertex set is split four subsets as

S1 = {px | x = 1, ..., pq − 1, p ∤ x, q ∤ x},

S2 = {qx | x = 1, ..., p2 − 1, p ∤ x},

S3 = {p2x | x = 1, ..., q − 1},

S4 = {pqx | x = 1, ..., p− 1},

where
4⋃

i=1
Si = V (Γ(Zp2q)) and Si ∩ Sj = ∅ for i, j = 1, ..., 4, i ̸= j.

Using these four distinct subsets, there are three possible cases to evaluate Harary index

of Γ(Zp2q).

Case 1. In this case, we consider (υ, ν) vertex couples where ∀υ ∈ Si and ∀ν ∈ Sj for

i = 1, ..., 3 and j > i. Then

3∑
i=1

4∑
j=i+1

∑
υ∈Si,ν∈Sj

1

d(υ, ν)
=

3∑
i=1

4∑
j=i+1

|Si| · |Sj | ·
1

d(υ, ν)

∣∣∣
υ∈Si,ν∈Sj

= |S1||S2|
1

3
+ |S1||S3|

1

2
+ |S1||S4|

+ |S2||S3|+ |S2||S4|
1

2
+ |S3||S4|

= p(p− 1)(q − 1)

[
2 +

p− 1

3
+

q − 1

2p
+

p− 1

2(q − 1)

]
.

Case 2. This case takes into account two distinct vertices υ and ν where ∀υ, ν ∈ Si for

i = 1, ..., 3. Then

3∑
i=1

∑
υ,ν∈Si

1

d(υ, ν)
=

3∑
i=1

|Si| · |Si| ·
1

d(υ, ν)

∣∣∣
υ,ν∈Si

=

3∑
i=1

(
|Si|
2

)
· 1
2

=

[(
|S1|
2

)
+

(
|S2|
2

)
+

(
|S3|
2

)]
· 1
2

=
1

4
(p− 1)(q − 1)

[
(p− 1)(q − 1)− 1 +

p (p(p− 1)− 1)

q − 1

+
q − 2

p− 1

]
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Case 3. In the last case, we consider the vertices from the S4 which forms a complete

subgraph in Γ(Zp2q). Then ∑
υ,ν∈S4

1

d(υ, ν)
=

|S4|(|S4| − 1)

2

=
(p− 1)(p− 2)

2
.

Evaluating above three cases, Harary index of Γ(Zp2q) is

HI(Γ(Zp2q)) = (p− 1)(q − 1)

[
p(p+ 5)

3
+

(p+ 1)(q − 1)− 1

4

+
p3 + p2 − p− 4

4(q − 1)
+

q − 2

4(p− 1)

]
.

□

Theorem 2.6. Let p, q and r be three distinct prime numbers, then Harary index of zero

divisor graph Γ(Zpqr) is

HI(Γ(Zpqr)) =αβγ

(
3 +

α

3
+

β

3
+

γ

3

)
+ αβ

(
α

2
+

β

2
+

αβ

4
+

3

4

)
+

αγ

(
α

2
+

γ

2
+

αγ

4
+

3

4

)
+ βγ

(
β

2
+

γ

2
+

βγ

4
+

3

4

)
+

1

4

(
α2 + β2 + γ2 − α− β − γ

)
where α = p− 1, β = q − 1, and γ = r − 1.

Proof. V (Γ(Zpqr)) is divided into six separate subsets such as

S1 = {px | x = 1, ..., qr − 1, q ∤ x, r ∤ x},

S2 = {qx | x = 1, ..., pr − 1, p ∤ x, r ∤ x},

S3 = {rx | x = 1, ..., pq − 1, p ∤ x, q ∤ x},

S4 = {pqx | x = 1, ..., r − 1},

S5 = {prx | x = 1, ..., q − 1},

S6 = {qrx | x = 1, ..., p− 1}.

where
6⋃

i=1
Si = V (Γ(Zpqr)) and Si ∩ Sj = ∅ for i, j = 1, ..., 6, i ̸= j. Using these six distinct

vertex subsets, there are three possible cases to evaluate Harary index of Γ(Zpqr).
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Case 1. In this case, we consider (υ, ν) vertex couples where ∀υ ∈ Si and ∀ν ∈ Sj for

i = 1, ..., 2 and j = i+ 1, ..., 3, and d(υ, ν) = 3 according to the graph. Then

2∑
i=1

3∑
j=i+1

∑
υ∈Si,ν∈Sj

1

d(υ, ν)
=

2∑
i=1

3∑
j=i+1

|Si| · |Sj | ·
1

d(υ, ν)

∣∣∣
υ∈Si,ν∈Sj

= |S1||S2|
1

3
+ |S1||S3|

1

3
+ |S2||S3|

1

3

=
1

3

[
(p− 1)(q − 1)(r − 1)2 + (p− 1)(q − 1)2(r − 1)

+ (p− 1)2(q − 1)(r − 1)

]
=

(p− 1)(q − 1)(r − 1)

3
(p+ q + r − 3).

Case 2. This case takes into account two distinct vertex set couples Si and Sj υ where

d(υ, ν) = 2, υ ∈ Si and ν ∈ Sj . Then

∑
j∈{4,5}

∑
υ∈S1,
ν∈Sj

1

d(υ, ν)
+

∑
j∈{4,6}

∑
υ∈S2,
ν∈Sj

1

d(υ, ν)
+

∑
j∈{5,6}

∑
υ∈S3,
ν∈Sj

1

d(υ, ν)

= |S1| · |S4| ·
1

2
+ |S1| · |S5| ·

1

2
+ |S2| · |S4| ·

1

2
+ |S2| · |S6| ·

1

2

+ |S3| · |S5| ·
1

2
+ |S3| · |S6| ·

1

2

=
1

2

[
(q − 1)(r − 1)2 + (q − 1)2(r − 1) + (p− 1)(r − 1)2+

(p− 1)2(r − 1) + (p− 1)(q − 1)2 + (p− 1)2(q − 1)
]
.

Case 3. In this case, it is considered the vertex set couples such as Si and Sj where d(υ, ν) =

1, υ ∈ Si and ν ∈ Sj in Γ(Zpqr). Then

3∑
i=1

∑
υ∈Si,
ν∈S7−i

1

d(υ, ν)
+

5∑
i=4

6∑
j=i+1

∑
υ∈Si,
ν∈Sj

1

d(υ, ν)

= |S1| · |S6|+ |S2| · |S5|+ |S3| · |S4|+ |S4| · |S5|+ |S4| · |S6|+ |S5| · |S6|

= (q − 1)(r − 1)(p− 1) + (p− 1)(r − 1)(q − 1) + (p− 1)(q − 1)(r − 1)+

(r − 1)(q − 1) + (r − 1)(p− 1) + (q − 1)(p− 1).
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Case 4. In the last case, we consider the remaining vertex couples such as d(υ, ν) = 2 where

υ, ν ∈ Si and i = 1, ..., 6 in Γ(Zpqr). Then

6∑
i=1

∑
υ,ν∈Si

1

d(υ, ν)
=

6∑
i=1

|Si|(|Si| − 1)

2

1

d(υ, ν)

∣∣∣
υ,ν∈Si

=
1

2

[
(q − 1)(r − 1) [(q − 1)(r − 1)− 1]

2

+
(p− 1)(r − 1) [(p− 1)(r − 1)− 1]

2

+
(p− 1)(q − 1) [(p− 1)(q − 1)− 1]

2

+
(r − 1)(r − 2)

2

+
(q − 1)(q − 2)

2
+

(p− 1)(p− 2)

2

]
.

Evaluating above all four cases, Harary index of Γ(Zpqr) is

HI(Γ(Zpqr)) =
(p− 1)(q − 1)(r − 1)

3
(p+ q + r − 3)

+
(p− 1)(q − 1)(r − 1)

2

[
r − 1

p− 1
+

q − 1

p− 1
+

r − 1

q − 1
+

p− 1

q − 1

+
q − 1

r − 1
+

p− 1

r − 1

]
+ (p− 1)(q − 1)(r − 1)

[
3 +

1

p− 1
+

1

q − 1
+

1

r − 1

]
+

(p− 1)(q − 1)(r − 1)

4

[
(q − 1)(r − 1)− 1

p− 1
+

(p− 1)(r − 1)− 1

q − 1

+
(p− 1)(q − 1)− 1

r − 1
+

r − 2

(p− 1)(q − 1)
+

q − 2

(p− 1)(r − 1)

+
p− 2

(q − 1)(r − 1)

]
=αβγ

(
3 +

α

3
+

β

3
+

γ

3

)
+ αβ

(
α

2
+

β

2
+

αβ

4
+

3

4

)
+ αγ

(
α

2
+

γ

2
+

αγ

4
+

3

4

)
+ βγ

(
β

2
+

γ

2
+

βγ

4
+

3

4

)
+

1

4

(
α2 + β2 + γ2 − α− β − γ

)
.

where α = p− 1, β = q − 1, and γ = r − 1. □

Theorem 2.7. Let Γ(Zp ×Zq), Γ(Zp ×Zq ×Zr), Γ(Zpq), and Γ(Zpqr) be zero-divisor graphs

where p, q, and r are distinct prime numbers. The followings hold:

i) HI(Γ(Zp × Zq)) = HI(Γ(Zpq))
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ii) HI(Γ(Zp × Zq × Zr)) = HI(Γ(Zpqr))

Proof. If R1
∼= R2, then Γ(R1) ∼= Γ(R2) [18]. Therefore proof of this theorem is clear. □

3. conclusion

Topological indices is very important in chemical graph theory since they are one of these

methods of studying graphs and obtaining new applications of them. We computed Harary

index of the zero-divisor graphs of Zn this article. Some formulas was found for computing

the Harary index of Zn for n ∈ {2p, p2, pλ, pq, p2q, pqr} where p, q and r are distinct prime

numbers and λ > 2 is an integer number. Finally, some examples were given support to the

Theorems in this article.
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PARA-KÄHLER-NORDEN MANIFOLD

ABDERRAHIM ZAGANE ID ∗

Abstract. In this paper, we investigate some geodesics and F -geodesics problems on tan-

gent bundle and φ-unit tangent bundle Tφ
1 M equipped with the φ-Sasaki metric over para-

Kähler-Norden manifold (M2m, φ, g).

Keywords: Para-Kähler-Norden manifold, φ-Sasaki metric, geodesics, F -geodesics.

2010 Mathematics Subject Classification:Primary 53C22, 58E10, Secondary 53C15,

53C07.

1. Introduction

On the tangent bundle of a Riemannian manifold one can define natural Riemannian

metrics. Their construction makes use of the Levi-Civita connection. Among them, the so

called Sasaki metric [15] is of particular interest. That is why the geometry of tangent bundle

equipped with this metric has been studied by many authors. The rigidity of Sasaki metric

has incited some researchers to construct and study other metrics on tangent bundle. Among

them, we mention [20, 22]. The geometry of tangent bundle remains a rich area of research

in differential geometry to this day.

Geodesics on the tangent bundle has been studied by many authors. In particular the

oblique geodesics, non-vertical geodesics and their projections onto the base manifold. Sasaki

[16] and Sato [17] gave a complete description of the curves and vector fields along them

which generated non-vertical geodesics on the tangent bundle and unit the tangent bundle
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respectively. They proved that the projected curves have constant geodesic curvatures (Frenet

curvatures). Nagy [9] generalized these results to the case of locally symmetric base manifold.

Yampolsky [18] also did the same studies on the tangent bundle and unit the tangent bundle

with the Berger-type deformed Sasaki metric over Kählerian manifold, in the cases of locally

symmetric base manifold and of the constant holomorphic curvature base manifold. Also,

we refer to [2, 11, 13, 21].

The notion of F -planar curves generalizes the magnetic curves and implicitly the geodesics

(see [5, 8]), but the notion of F -geodesic, which is slightly different from that of F -planar

curve [1]. Recently, a number of articles on magnetic curves, F -planar curves and F -geodesics

have been published in the mathematical literature (see [3, 4, 10]).

In previous works, [20, 22], we proposed the φ-Sasaki metric on the tangent bundle over

para-Kähler-Norden manifold (M2m, φ, g), where we studied the para-Kähler-Norden prop-

erties on the tangent bundle and the geometry of φ-Sasaki metric on tangent bundle re-

spectively. In this paper, after the introduction and generalities, in Section 3, we study the

geodesics on φ-unit tangent bundle with respect to the φ-Sasaki metric, where we establish

necessary and sufficient conditions under which a curve be a geodesic with respect to this

metric (Theorem 3.1, Corollary3.1 and Corollary3.2), then we discuss the Frenet curvatures

of the projected of the non-vertical geodesic (Theorem 3.2, Theorem 3.3, Corollary3.3 and

Theorem 3.4). In section 4, we investigate the F -geodesics and F -planar curves on tangent

bundle with respect to the φ-Sasaki metric (Theorem 4.1, Theorem 4.2 and Theorem 4.3). In

the last section, we study the F -geodesics and F -planar curves on the φ-unit tangent bundle

with respect to the φ-Sasaki metric (Theorem 5.1, Theorem 5.2 and Theorem 5.4).

2. Generalities on the φ-Sasaki metric

Let TM be the tangent bundle over an m-dimensional Riemannian manifold (Mm, g) and

the natural (bundle) projection π : TM → M . A local chart (U, xi)i=1,m on M induces a

local chart (π−1(U), xi, ξi)i=1,m on TM . Denote by Γk
ij the Christoffel symbols of g and by

∇ the Levi-Civita connection of g.

The Levi Civita connection ∇ defines a direct sum decomposition

T(x,ξ)TM = V(x,ξ)TM ⊕H(x,ξ)TM.

of the tangent bundle to TM at any (x, ξ) ∈ TM into vertical subspace

V(x,ξ)TM = Ker(dπ(x,ξ)) = {ai ∂

∂ξi
|(x,ξ), ai ∈ R},
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and the horizontal subspace

H(x,ξ)TM = {ai ∂

∂xi
|(x,ξ) − aiξjΓk

ij

∂

∂ξk
|(x,ξ), ai ∈ R}.

.

Let Z = Zi ∂
∂xi be a local vector field on M . The vertical and the horizontal lifts of Z are

defined by

VZ = Zi ∂

∂ξi
,

HZ = Zi(
∂

∂xi
− ξjΓk

ij

∂

∂ξk
).

We have H( ∂
∂xi ) = ∂

∂xi − ξjΓk
ij

∂
∂ξk

and V( ∂
∂xi ) = ∂

∂ξi
, then (H( ∂

∂xi ),
V( ∂

∂xi ))i=1,m is a local

adapted frame on TTM .

An almost product structure φ on a manifold M is a (1, 1)-tensor field on M such that

φ2 = idM , φ ̸= ±idM (idM is the identity tensor field of type (1, 1) on M). The pair (M,φ)

is called an almost product manifold.

An almost para-complex manifold is an almost product manifold (M,φ), such that the

two eigenbundles TM+ and TM− associated to the two eigenvalues +1 and −1 of φ, respec-

tively, have the same rank. Note that the dimension of an almost para-complex manifold is

necessarily even.

An almost para-complex structure φ is integrable if the Nijenhuis tensor:

Nφ(X,Y ) = [φX,φY ]− φ[X,φY ]− φ[φX, Y ] + [X,Y ]

vanishes identically on M . On the other hand, in order that an almost para-complex struc-

ture be integrable, it is necessary and sufficient that we can introduce a torsion free linear

connection ∇ such that ∇φ = 0 [14].

An almost para-complex Norden manifold (M2m, φ, g) is a 2m-dimensional differentiable

manifold M with an almost para-complex structure φ and a Riemannian metric g such that:

g(φX, Y ) = g(X,φY ) ⇔ g(φX,φY ) = g(X,Y ),

for any vector fields X and Y on M , in this case g is called a pure metric with respect to φ

or para-Norden metric (B-metric)[14].

Also note that

G(X,Y ) = g(φX, Y ), (2.1)
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is a bilinear, symmetric tensor field of type (0, 2) on (M,φ) and pure with respect to the

paracomplex structure φ, which is called the twin (or dual) metric of g, and it plays a role

similar to the Kähler form in Hermitian Geometry. Some properties of twin Norden metric

are investigated in [6, 14].

A para-Kähler-Norden manifold is an almost para-complex Norden manifold (M2m, φ, g)

such that φ is integrable i.e. ∇φ = 0, where ∇ is the Levi-Civita connection of g [12, 14].

It is well known that if (M2m, φ, g) is a para-Kähler-Norden manifold, the Riemannian

curvature tensor is pure [14].

Definition 2.1. [20] Let (M2m, φ, g) be a para-Kähler-Norden manifold. On the tangent

bundle TM , we define a φ-Sasaki metric noted gφ by

(1) gφ(HX,HY )(x,ξ) = gx(X,Y ),

(2) gφ(HX, VY )(x,ξ) = 0,

(3) gφ(VX, VY )(x,ξ) = gx(X,φY ) = Gx(X,Y ),

for any vector fields X and Y on M and (x, ξ) ∈ TM , where G is the twin Norden metric of

g defined by (2.1).

Theorem 2.1. [20] Let (M2m, φ, g) be a para-Kähler-Norden manifold and TM its tangent

bundle equipped with the φ-Sasaki metric gφ. If ∇ (resp ∇̃) denote the Levi-Civita connection

of (M2m, φ, g) (resp (TM, gφ) ), then we have

(1) (∇̃HX
HY )(x,ξ) = H(∇XY )(x,ξ) −

1

2
V(Rx(X,Y )ξ),

(2) (∇̃HX
VY )(x,ξ) = V(∇XY )(x,ξ) +

1

2
H(Rx(φξ, Y )X),

(3) (∇̃VX
HY )(x,ξ) =

1

2
H(Rx(φξ,X)Y ),

(4) (∇̃VX
VY )(x,ξ) = 0,

for all vector fields X and Y on M and (x, ξ) ∈ TM , where R denote the curvature tensor

of (M2m, φ, g).

The φ-unit tangent sphere bundle over a para-Kähler-Norden manifold (M2m, φ, g), is the

hypersurface

Tφ
1 M =

{
(x, ξ) ∈ TM, g(ξ, φξ) = 1

}
.
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The unit normal vector field to Tφ
1 M is given by

N = Vξ.

The tangential lift TX with respect to gφ of a vector X ∈ TxM to (x, ξ) ∈ Tφ
1 M as the

tangential projection of the vertical lift of X to (x, ξ) with respect to N , that is

TX = VX − gφ(x,ξ)(
VX,N(x,ξ))N(x,ξ) =

VX − gx(X,φξ)Vξ.

The tangent space T(x,ξ)T
φ
1 M of Tφ

1 M at (x, ξ) is given by

T(x,ξ)T
φ
1 M = {HX + TY /X ∈ TxM,Y ∈ ξ⊥ ⊂ TxM}.

where ξ⊥ =
{
Y ∈ TxM, g(Y, φξ) = 0

}
, see [22].

Theorem 2.2. [22] Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric. If ∇̂ denote the Levi-Civita connection of

φ-Sasaki metric on Tφ
1 M , then we have the following formulas.

1. ∇̂HX
HY = H(∇XY )− 1

2
T(R(X,Y )ξ),

2. ∇̂HX
TY = T(∇XY ) +

1

2
H(R(φξ, Y )X) ,

3. ∇̂TX
HY =

1

2
H(R(φξ,X)Y ) ,

4. ∇̂TX
TY = −g(Y, φξ)TX,

for all vector fields X and Y on M , where ∇ is the Levi-Civita connection and R is its

curvature tensor of (M2m, φ, g).

3. Geodesics on φ-unit tangent bundle with the φ-Sasaki metric

Let Γ = (γ(t), ξ(t)) be a naturally parameterized curve on the tangent bundle TM (i.e. t

is an arc length parameter on Γ), where γ is a curve on M and ξ is a vector field along this

curve. Denote γ′t =
dγ
dt , γ

′′
t = ∇γ′

t
γ′t, ξ

′
t = ∇γ′

t
ξ, ξ′′t = ∇γ′

t
ξ′t and Γ′

t =
dΓ
dt . Then

Γ′
t =

Hγ′t +
Vξ′t. (3.2)

Lemma 3.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold, Tφ
1 M its φ-unit tangent

bundle equipped with the φ-Sasaki metric and Γ = (γ(t), ξ(t)) be a curve on Tφ
1 M . Then we

have

Γ′
t =

Hγ′t +
Tξ′t, (3.3)
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Proof. Using (3.2), we have

Γ′
t = Hγ′t +

Vξ′t =
Hγ′t +

Tξ′t + g(ξ′t, φξ)
Vξ.

Since Γ = (γ(t), ξ(t)) ∈ Tφ
1 M then g(ξ, φξ) = 1, on the other hand

0 = γ′tg(ξ, φξ) = 2g(ξ′t, φξ),

i.e.

g(ξ′t, φξ) = 0. (3.4)

Hence, the proof of the lemma is completed. □

From (3.3), we have

1 = |γ′t|2 + g(ξ′t, φξ
′
t), (3.5)

where | . | mean the norm of vectors with respect to the (M2m, φ, g).

Theorem 3.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold, Tφ
1 M its φ-unit tangent

bundle equipped with the φ-Sasaki metric and Γ = (γ(t), ξ(t)) be a curve on Tφ
1 M . Then Γ

is a geodesic on Tφ
1 M if and only if γ′′t = R(ξ′t, φξ)γ

′
t

ξ′′t = 0
(3.6)

Moreover,  |γ′t| = 1

|ξ′t| = κ = const
(3.7)

i.e. t is an arc length parameter on γ.

Proof. Using formula (3.3)and Theorem 2.2, we compute the derivative ∇̂Γ′
t
Γ′
t.

∇̂Γ′
t
Γ′
t = ∇̂

(Hγ′t +
Tξ′t)

(Hγ′t +
Tξ′t)

= ∇̂Hγ′t
Hγ′t + ∇̂Hγ′t

Tξ′t + ∇̂Tξ′t
Hγ′t + ∇̂Tξ′t

Tξ′t

= Hγ′′t + H(R(φξ, ξ′t)γ
′
t) +

Tξ′′t .

If we put ∇̂Γ′
t
Γ′
t equal to zero, we find (3.6).

From (3.4) we have, 0 = γ′tg(ξ
′
t, φξ) = g(ξ′′t , φξ) + g(ξ′t, φξ

′
t) then,

g(ξ′t, φξ
′
t) = −g(ξ′′t , φξ),
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using the second equation of the formula (3.6), we get g(ξ′t, φξ
′
t) = 0, then, by (3.5), we find,

|γ′t| = 1.

On the other hand, as well

γ′t|ξ′t|2 = γ′tg(ξ
′
t, ξ

′
t) = 2g(ξ′′t , ξ

′
t) = 0,

then |ξ′t| = κ = const, □

A curve Γ = (γ(t), ξ(t)) on TM is said to be a horizontal lift of the curve γ on M if and

only if ξ′t = 0 [19]. In general, the horizontal lift Γ = (γ(t), ξ(t)) of the curve γ on M does not

belong to Tφ
1 M , we have ξ′t = 0, then 0 = 2g(ξ′t, φξ) = γ′tg(ξ, φξ), hence g(ξ, φξ) = const ̸= 1

(in general). Then, we have the following corollary.

Corollary 3.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric. If Γ = (γ(t), ξ(t)) is a horizontal lift of γ

and Γ ∈ Tφ
1 M , then Γ is a geodesic on Tφ

1 M if and only if γ is a geodesic on M .

The curve Γ = (γ(t), γ′t(t)) is called a natural lift of the curve γ on TM [19]. Likewise

as for the natural lift, in the general case it does not belong to Tφ
1 M . If γ is a geodesic on

M . we have γ′′t = 0, then 0 = 2g(γ′′t , φγ
′
t) = γ′tg(γ

′
t, φγ

′
t), hence g(γ′t, φγ

′
t) = const ̸= 1 (in

general). Then, we get the following corollary.

Corollary 3.2. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric. If Γ = (γ(t), γ′t(t)) is a natural lift of γ

and Γ ∈ Tφ
1 M , then Γ is a geodesic on Tφ

1 M if and only if γ is a geodesic on M .

Remark 3.1. As a reminder, note that locally we have:

γ′′t =
2m∑
l=1

(
d2γl

dt2
+

2m∑
i,j=1

dγi

dt

dγj

dt
Γl
ij)

∂

∂xl
, (3.8)

and

ξ′t =
2m∑
l=1

(
dξl

dt
+

2m∑
i,j=1

dγj

dt
ξiΓl

ij)
∂

∂xl
. (3.9)

Example 3.1. Let (R2, φ, g) be a para-Kähler-Norden manifold such that

g = e2xdx2 + e2ydy2, φ =

 1 0

0 −1

 .
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The non-null Christoffel symbols of the Riemannian connection are:

Γ1
11 = Γ2

22 = 1.

1) Let γ be a curve on R2, such that γ(t) = (x(t), y(t)), from (3.8), γ is a geodesic if and

only if γ′′t = 0 or equivalently γ satisfies the system of differential equations,

d2γl

dt2
+

2∑
i,j=1

dγi

dt

dγj

dt
Γl
ij = 0 ⇔


d2x

dt2
+ (

dx

dt
)2 = 0

d2y

dt2
+ (

dy

dt
)2 = 0

⇔


x(t) = ln(c1t+ c2)

y(t) = ln(c3t+ c4)

where c1, c2, c3and c4 are real constants, hence

γ(t) = (ln(c1t+ c2), ln(c3t+ c4)), γ
′
t(t) =

c1
c1t+ c2

∂

∂x
+

c3
c3t+ c4

∂

∂y
.

On the other hand we have

g(γ′t, φγ
′
t) = 1 ⇔ c1 = ±

√
1 + c23,

become Γ1 = (γ(t), γ′t(t)) ∈ Tφ
1 R2. Hence from Corollary 3.2, the curve Γ1 is a geodesic on

Tφ
1 R2.

2) If Γ2 = (γ(t), ξ(t)) is horizontal lift of γ, such that ξ(t) = (u(t), v(t)), from (3.9), we have,

dξl

dt
+

2∑
i,j=1

dxj

dt
ξiΓl

ij = 0 ⇔


du

dt
+

dx

dt
u = 0

dv

dt
+

dy

dt
v = 0

⇔


u(t) =

c5
c1t+ c2

v(t) =
c6

c3t+ c4

where c5 and c6 are real constants, hence

ξ(t) =
c5

c1t+ c2

∂

∂x
+

c6
c3t+ c4

∂

∂y
,

but when

g(ξ, φξ) = 1 ⇔ c5 = ±
√
1 + c26,

become Γ2 = (γ(t), ξ(t)) ∈ Tφ
1 R2. Hence from Corollary 3.1, the curve Γ2 is a geodesic on

Tφ
1 R2.

Let Γ be a curve on Tφ
1 M , the cure π ◦ Γ is called the projection (projected curve) of the

curve Γ on M , where π : Tφ
1 M → M is a bundle projection.
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Theorem 3.2. Let (M2m, φ, g) be a locally symmetric para-Kähler-Norden manifold, Tφ
1 M

its φ-unit tangent bundle equipped with the φ-Sasaki metric and Γ = (γ(t), ξ(t)) be a geodesic

on Tφ
1 M , then all Frenet curvatures of the projected curve π ◦ Γ are constants.

Proof. Using the first equation of (3.7), we have |γ′t| = 1 = const.

On the other hand we have

γ′′′t = (∇γ′
t
R)(ξ′t, φξ)γ

′
t +R(ξ′′t , φξ)γ

′
t +R(ξ′t, φξ

′
t)γ

′
t +R(ξ′t, φξ)γ

′′
t

= R(ξ′t, φξ)γ
′′
t .

Since

γ′tg(γ
′′
t , γ

′′
t ) = 2g(γ′′′t , γ′′t ) = 2g(R(ξ′t, φξ)γ

′′
t , γ

′′
t ) = 0,

hence, |γ′′t | = const.

Continuing the process, by recurrence we obtain the following

γ
(p+1)
t = R(ξ′t, φξ)γ

(p)
t , p ≥ 1 (3.10)

and

γ′tg(γ
(p)
t , γ

(p)
t ) = 2g(γ

(p+1)
t , γ

(p)
t ) = 2g(R(ξ′t, φξ)γ

(p)
t , γ

(p)
t ) = 0.

Thus, we get

|γ(p)t | = const, p ≥ 1. (3.11)

Let ν1 = γ′t be the first vector in the Frenet frame ν1, . . . , ν2m−1 along γ and let k1, . . . , k2m−1

the Frenet curvatures of γ. Then from the Frenet formulas
(ν1)

′
t = k1ν2

(νi)
′
t = −ki−1νi−1 + kiνi+1, 2 ≤ i ≤ 2m− 2

(ν2m−1)
′
t = −k2m−2ν2m−2

we obtain

γ′′t = (ν1)
′
t = k1ν2. (3.12)

Now (3.11) implies k1 = const. Next, in a similar way, we have

γ′′′t = k1(ν2)
′
t = −k21ν1 + k1k2ν3. (3.13)

and again (3.11) implies k2 = const.

By continuing the process, we finish the proof. □
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Proposition 3.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric. If Γ = (γ(t), ξ(t)) is a curve on Tφ
1 M ,

then we have

(1) Φ = (γ(t), φξ(t)) is a curve on Tφ
1 M .

(2) Φ is a geodesic on Tφ
1 M if and only if Γ is a geodesic on Tφ

1 M .

Proof. (1) We put µ(t) = φξ(t), since Γ = (γ(t), ξ(t)) ∈ Tφ
1 M , then g(ξ, φξ) = 1.

On the other hand, g(µ, φµ) = g(φξ, φ(φξ)) = g(φξ, ξ) = 1 i.e.

Φ(t) = (γ(t), µ(t)) ∈ Tφ
1 M.

(2) In a similar way proof of (3.6), and using µ′
t = φξ′t and µ′′

t = φξ′′t , we have

∇̂Φ′
t
Φ′
t = H(γ′′t +R(φµ, µ′

t)γ
′
t) +

Tµ′′
t

= H
(
γ′′t +R(ξ, φξ′t)γ

′
t

)
+ T(φξ′′t ).

Since the Riemannian curvature tensor is pure, we get

∇̂Φ′
t
Φ′
t = H

(
γ′′t +R(φξ, ξ′t)γ

′
t

)
+ T(φξ′′t ),

hence,

∇̂Φ′
t
Φ′
t = 0 ⇔

 γ′′t = −R(φξ, ξ′t)γ
′
t

φξ′′t = 0

⇔

 γ′′t = R(ξ′t, φξ)γ
′
t

ξ′′t = 0

⇔ ∇̂Γ′
t
Γ′
t = 0.

□

From Theorem 3.2 and Proposition 3.1, we have the following theorem

Theorem 3.3. Let (M2m, φ, g) be a locally symmetric para-Kähler-Norden manifold, Tφ
1 M

its φ-unit tangent bundle equipped with the φ-Sasaki metric and Γ = (γ(t), ξ(t)) be a geodesic

on Tφ
1 M then, all Frenet curvatures of the projected curve π ◦ Φ are constants, where Φ =

(γ(t), φξ(t)).

Now we study the geodesics on φ-unit tangent bundle with the φ-Sasaki metric over para-

Kähler-Norden manifold of constant sectional curvature. From Theorem 3.1, we have the

following
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Corollary 3.3. Let (M2m, φ, g) be a para-Kähler-Norden manifold of constant curvature

c ̸= 0, Tφ
1 M its φ-unit tangent bundle equipped with the φ-Sasaki metric and Γ = (γ(t), ξ(t))

be a curve on Tφ
1 M . Then Γ is a geodesic on Tφ

1 M if and only if γ′′t = cg(φξ, γ′t)ξ
′
t − cg(ξ′t, γ

′
t)φξ

ξ′′t = 0
(3.14)

Theorem 3.4. Let (R2m, φ,<,>) be a para-Kähler-Norden real euclidean space , Tφ
1 R2m its

φ-unit tangent bundle equipped with the φ-Sasaki metric. Any geodesics Γ = (γ(t), ξ(t)) on

Tφ
1 R2m is the following form  γi(t) = ait+ bi

ξi(t) = cit+ di
(3.15)

where γ(t) = (γ1(t), . . . , γ2m(t)), ξ(t) = (ξ1(t), . . . , ξ2m−1(t)) and ai, bi, ci, di are real con-

stants.

4. F -geodesics on tangent bundle with the φ-Sasaki metric

Let (Mm, g) be an Riemannian manifold and F be a (1, 1)-tensor field on (Mm, g). A

curve γ on M is called F -planar if its speed remains, under parallel translation along the

curve γ, in the distribution generated by the vector γ′t and Fγ′t along γ. This is equivalent

to the fact that the tangent vector γ′t satisfies

γ′′t = ϱ1(t)γ
′
t + ϱ2Fγ′t, (4.16)

where ϱ1 and ϱ2 are some functions of the parameter t, see [5, 7, 8].

We say that a curve γ on M is an F -geodesic if γ satisfies:

γ′′t = Fγ′t, (4.17)

One can see that an F -geodesic is an F -planar curve, but in general an F -planar curve is

not always an F -geodesic, the F -geodesic generalize the geodesics, see [1, 3].

Let ∇̃ be the Levi-Civita connection of φ-Sasaki metric on tangent bundle TM , given in

the Theorem 2.1.

Theorem 4.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold, TM its tangent bun-

dle equipped with the φ-Sasaki metric and F be a (1, 1)-tensor field on M . A curve Γ =

(γ(t), ξ(t)) on TM is an HF -planar with respect to ∇̃ if and only if the γ′′t = ϱ1γ
′
t + ϱ2Fγ′t +R(ξ′t, φξ)γ

′
t

ξ′′t = ϱ1ξ
′
t + ϱ2Fξ′t
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Proof. Using Theorem 2.1 and (3.2), we find

∇̃Γ′
t
Γ′
t = ∇̃

(Hγ′t +
Vξ′t)

(Hγ′t +
Vξ′t)

= ∇̃Hγ′t
Hγ′t + ∇̃Hγ′t

Vξ′t + ∇̃Vξ′t
Hγ′t + ∇̃Vξ′t

Vξ′t

= H(γ′′t +R(φξ, ξ′t)γ
′
t) +

Vξ′′t (4.18)

On the other hand,

∇̃Γ′
t
Γ′
t = ϱ1Γ

′
t + ϱ2

HFΓ′
t

= ϱ1(
Hγ′t +

Vξ′t) + ϱ2
HF (Hγ′t +

Vξ′t)

= ϱ1
Hγ′t + ϱ2

HFHγ′t + ϱ1
Vξ′t + ϱ2

HF Vξ′t

= H(ϱ1γ
′
t + ϱ2Fγ′t) +

V(ϱ1ξ
′
t + ϱ2Fξ′t). (4.19)

From (4.18) and (4.19), the result immediately follows. □

Corollary 4.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold and TM its tangent bun-

dle equipped with the φ-Sasaki metric. A curve Γ = (γ(t), ξ(t)) on TM is an Hφ-planar with

respect to ∇̃ if and only if the γ′′t = ϱ1γ
′
t + ϱ2φγ

′
t +R(ξ′t, φξ)γ

′
t

ξ′′t = ϱ1ξ
′
t + ϱ2φξ

′
t

In the particular case when ϱ1 = 0 and ϱ2 = 1 in the Theorem 4.1, we obtain the following

result.

Theorem 4.2. Let (M2m, φ, g) be a para-Kähler-Norden manifold, TM its tangent bun-

dle equipped with the φ-Sasaki metric and F be a (1, 1)-tensor field on M . A curve Γ =

(γ(t), ξ(t)) on TM is an HF -geodesic with respect to ∇̃ if and only if the γ′′t = Fγ′t +R(ξ′t, φξ)γ
′
t

ξ′′t = Fξ′t

Corollary 4.2. Let (M2m, φ, g) be a para-Kähler-Norden manifold and TM its tangent bun-

dle equipped with the φ-Sasaki metric. A curve Γ = (γ(t), ξ(t)) on TM is an Hφ-geodesic

with respect to ∇̃ if and only if the γ′′t = φγ′t +R(ξ′t, φξ)γ
′
t

ξ′′t = φξ′t
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Theorem 4.3. Let (M2m, φ, g) be a para-Kähler-Norden manifold, TM its tangent bundle

equipped with the φ-Sasaki metric and F be a (1, 1)-tensor field on M . If Γ = (γ(t), ξ(t)) is

a horizontal lift of a curve γ, then Γ is an HF -planar curve (resp. HF -geodesic) if and only

if γ is an F -planar curve (resp. F -geodesic).

Proof. Let γ be an F -planar with respect to ∇ on M , i.e. γ satisfies

γ′′t = ϱ1γ
′
t + ϱ2Fγ′t,

where ϱ1 and ϱ2 are some functions of the parameter t. Since Γ = (γ(t), ξ(t)) is a horizontal

lift of a curve γ then ξ′t = 0 and from (3.2), we have Γ′
t =

Hγ′t. Using (4.18), we get,

∇̃Γ′
t
Γ′
t = Hγ′′t

= H(ϱ1γ
′
t + ϱ2Fγ′t)

= ϱ1
Hγ′t + ϱ2

HFHγ′t

= ϱ1Γ
′
t + ϱ2

HFΓ′
t.

i.e. Γ be an HF -planar with respect to ∇̃. In the case of ϱ1 = 0 and ϱ2 = 1, we get that Γ is

an HF -geodesic if and only γ is an F -geodesic. □

Corollary 4.3. Let (M2m, φ, g) be a para-Kähler-Norden manifold, TM its tangent bundle

equipped with the φ-Sasaki metric. If Γ = (γ(t), ξ(t)) is a horizontal lift of a curve γ, then

Γ is an Hφ-planar curve (resp., Hφ-geodesic) if and only if γ is an φ-planar curve (resp.,

φ-geodesic).

Example 4.1. Let (R2, φ, g) be a para-Kähler-Norden manifold such that

g = dx2 + dy2, φ =

 1 0

0 −1

 .

Let Γ = (γ(t), ξ(t)) such that γ(t) = (x(t), y(t)) and ξ(t) = (u(t), v(t))

1) From the Corollary 4.2, Γ is an Hφ-geodesic if and only if the

 γ′′t = φγ′t

ξ′′t = φξ′t

⇔



x′′ = x′

y′′ = −y′

u′′ = u′

v′′ = −v′

⇔



x(t) = a1e
t + a2

y(t) = a3e
−t + a4

u(t) = b1e
t + b2

v(t) = b3e
−t + b4
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where ai and bi, i = 1, 4 are real constants.

2) From the Corollary 4.1, Γ is an Hφ-planar if and only if the

 γ′′t = ϱ1γ
′
t + ϱ2φγ

′
t

ξ′′t = ϱ1ξ
′
t + ϱ2φξ

′
t

⇔



x′′ = (ϱ1 + ϱ2)x
′

y′′ = (ϱ1 − ϱ2)y
′

u′′ = (ϱ1 + ϱ2)u
′

v′′ = (ϱ1 − ϱ2)v
′

⇔



x(t) = ±
∫
(e

∫
(ϱ1+ϱ2)dt)dt

y(t) = ±
∫
(e

∫
(ϱ1−ϱ2)dt)dt

u(t) = ±
∫
(e

∫
(ϱ1+ϱ2)dt)dt

v(t) = ±
∫
(e

∫
(ϱ1−ϱ2)dt)dt

For example: ϱ1(t) =
1

t+ 1
and ϱ2(t) =

1

t− 1
, we find

x(t) = c1t
3 − 3c1t+ c2

y(t) = c3 ln(t− 1)2 + c3t+ c4

u(t) = d1t
3 − 3d1t+ d2

v(t) = d3 ln(t− 1)2 + d3t+ d4

where ci and di, i = 1, 4 are real constants.

Example 4.2. Let (R2, φ, g) be a para-Kähler-Norden manifold such that

g = e2xdx2 + e2ydy2, φ =

 1 0

0 −1

 and F =

 a 0

0 b

 , a, b ∈ R∗.

The non-null Christoffel symbols of the Riemannian connection are:

Γ1
11 = Γ2

22 = 1.

Let Γ = (γ(t), ξ(t)) be a horizontal lift of a curve γ, such that γ(t) = (x(t), y(t)) and ξ(t) =

(u(t), v(t)) then ξ′t = 0, from (3.9) we have,

dξh

dt
+

2∑
i,j=1

dγj

dt
ξiΓh

ij = 0 ⇔

 u′ + x′u = 0

v′ + y′v = 0
⇔


u(t) =

λ1

ex(t)

v(t) =
λ2

ey(t)

where λ1, λ2 are real constants.

γ is an F -geodesic if and only if γ′′t = Fγ′t, from (3.8) we have x′′ + (x′)2 = ax′

y′′ + (y′)2 = by′
⇔

 x(t) = ln(µ1

a eat + µ2)

y(t) = ln(µ3

b e
bt + µ4)
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where µ1, µ2, µ3, µ4 are real constants.

The horizontal lift Γ = (ln(µ1

a eat + µ2), ln(
µ3

b e
bt + µ4),

λ1
µ1

a eat + µ2
,

λ2
µ3

b e
bt + µ4

) is an HF -

geodesic on TR2.

γ is an F -planar if and only if γ′′t = ϱ1γ
′
t + ϱ2Fγ′t, where ϱ1 and ϱ2 are some functions of

the parameter t, from (3.8) we have x′′ + (x′)2 = (ϱ1 + aϱ2)x
′

y′′ + (y′)2 = (ϱ2 + bϱ2)y
′

⇔

 x(t) = ln(±
∫
(e

∫
(ϱ1+aϱ2)dt)dt)

y(t) = ln(±
∫
(e

∫
(ϱ1+bϱ2)dt)dt)

For example: If ϱ1(t) =
−1

t
and ϱ2(t) =

1

t
, we find



x(t) = ln(α1
a ta + α2)

y(t) = ln(α3
b t

b + α4)

u(t) =
λ1

α1
a ta + α2

v(t) =
λ2

α3
b t

b + α4

where αi, i = 1, 4 are real constants, then Γ = (x(t), y(t), u(t), v(t)) is an Hφ-planar on TR2.

5. F -geodesics on φ-unit tangent bundle with the φ-Sasaki metric

Let ∇̂ be the Levi-Civita connection of φ-Sasaki metric on φ-unit tangent bundle Tφ
1 M ,

given in the Theorem 2.2.

Theorem 5.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit tan-

gent bundle equipped with the φ-Sasaki metric and F be a (1, 1)-tensor field on M . A curve

Γ = (γ(t), ξ(t)) on Tφ
1 M is an HF -planar with respect to ∇̂ if and only if the γ′′t = ϱ1γ

′
t + ϱ2Fγ′t +R(ξ′t, φξ)γ

′
t

ξ′′t = ϱ1ξ
′
t + ϱ2Fξ′t

Proof. From the proof of Theorem 3.1, we find

∇̂Γ′
t
Γ′
t = H(γ′′t +R(φξ, ξ′t)γ

′
t) +

Tξ′′t . (5.20)

On the other hand,

∇̂Γ′
t
Γ′
t = ϱ1Γ

′
t + ϱ2

HFΓ′
t

= ϱ1(
Hγ′t +

Tξ′t) + ϱ2
HF (Hγ′t +

Tξ′t).
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From (3.4), we have Tξ′t =
Vξ′t, then

∇̂Γ′
t
Γ′
t = ϱ1

Hγ′t + ϱ2
HFHγ′t + ϱ1

Vξ′t + ϱ2
HF Vξ′t

= H(ϱ1γ
′
t + ϱ2Fγ′t) +

V(ϱ1ξ
′
t + ϱ2Fξ′t)

= H(ϱ1γ
′
t + ϱ2Fγ′t) +

T(ϱ1ξ
′
t + ϱ2Fξ′t) (5.21)

From (5.20) and (5.21), the result immediately follows. □

Corollary 5.1. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric. A curve Γ = (γ(t), ξ(t)) on Tφ
1 M is an

Hφ-planar with respect to ∇̂ if and only if the γ′′t = ϱ1γ
′
t + ϱ2φγ

′
t +R(ξ′t, φξ)γ

′
t

ξ′′t = ϱ1ξ
′
t + ϱ2φξ

′
t

In the particular case when ϱ1 = 0 and ϱ2 = 1 in the Theorem 5.1, we obtain the following

result.

Theorem 5.2. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit tan-

gent bundle equipped with the φ-Sasaki metric and F be a (1, 1)-tensor field on M . A curve

Γ = (γ(t), ξ(t)) on TM is an HF -geodesic with respect to ∇̂ if and only if the γ′′t = Fγ′t +R(ξ′t, φξ)γ
′
t

ξ′′t = Fξ′t

Corollary 5.2. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric. A curve Γ = (γ(t), ξ(t)) on Tφ
1 M is an

Hφ-geodesic with respect to ∇̂ if and only if the γ′′t = φγ′t +R(ξ′t, φξ)γ
′
t

ξ′′t = φξ′t

Theorem 5.3. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit tan-

gent bundle equipped with the φ-Sasaki metric. A curve Γ = (γ(t), ξ(t)) on Tφ
1 M is an

H(R(ξ′t, φξ))-geodesic with respect to ∇̂ if and only if the γ′′t = 2R(ξ′t, φξ)γ
′
t

ξ′′t = R(ξ′t, φξ)ξ
′
t
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Corollary 5.3. Let (M2m, φ, g) be a para-Kähler-Norden manifold of constant sectional

curvature c ̸= 0 and Tφ
1 M its φ-unit tangent bundle equipped with the φ-Sasaki metric. A

curve Γ = (γ(t), ξ(t)) on Tφ
1 M is an H(R(ξ′t, φξ))-geodesic with respect to ∇̂ if and only if

the  γ′′t = 2c(g(φξ, γ′t)ξ
′
t − g(ξ′t, γ

′
t)φξ)

ξ′′t = −cg(ξ′t, ξ
′
t)φξ

Theorem 5.4. Let (M2m, φ, g) be a para-Kähler-Norden manifold and Tφ
1 M its φ-unit

tangent bundle equipped with the φ-Sasaki metric and F be a (1, 1)-tensor field on M . If

Γ = (γ(t), ξ(t)) is a horizontal lift of γ and Γ ∈ Tφ
1 M , then Γ is an HF -planar curve (resp.,

HF -geodesic) if and only if γ is an F -planar curve (resp., F -geodesic).

Proof. Let γ be an F -planar with respect to ∇ on M , i.e. γ satisfies

γ′′t = ϱ1γ
′
t + ϱ2Fγ′t,

where ϱ1 and ϱ2 are some functions of the parameter t. Since Γ = (γ(t), ξ(t)) is a horizontal

lift of a curve γ then ξ′t = 0 and from (5.20), we have,

∇̂Γ′
t
Γ′
t = Hγ′′t

= H(ϱ1γ
′
t + ϱ2Fγ′t)

= ϱ1
Hγ′t + ϱ2

HFHγ′t

= ϱ1Γ
′
t + ϱ2

HFΓ′
t.

i.e. Γ be an HF -planar with respect to ∇̂. In the case of ϱ1 = 0 and ϱ2 = 1, we get that Γ is

an HF -geodesic if and only γ is an F -geodesic. □
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Abstract. As a generalization of pointwise slant submersions, we investigate pointwise

semi-slant conformal submersions from almost Hermitian manifolds onto Riemannian man-

ifolds in the present work. With the investigation of the distributions’ leaves geometry, we

explore integrability conditions for distributions. In this study, we additionally explore the

notion of pluriharminicty.

Keywords: Almost Hermitian manifolds, Riemannian submersion, Pointwise semi-slant

conformal submersions, Conformal submersions.

2020 Mathematics Subject Classification: 53C55, 53C22, 32Q15.

1. Introduction

The theory of submersions and immersions had originally been developed and proposed

by B. O’Neill [27] and A. Gray [14]. They studied the geometrical properties of Riemann-

ian manifolds and discovered certain Riemannian equations for them. When discussing the

characteristics between differentiable structures in differential geometry, submersions theory

becomes an intriguing subject. Mathematics and physics identically study Riemannian sub-

mersions because of their many applications, most prominent among them being Yang-Mills

and Kaluza-Klein theories.(see [9], [42], [25], [21]). In 1976, B. Watson [41] glanced into

Riemannian submersions from almost Hermitian manifolds onto Riemannian manifolds. Af-

terwards, B. Sahin [34] investigated the geometry of Riemannian submersions and geometric

properties. He defined anti-invariant Riemannian submersions onto Riemannian manifolds
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by using an almost Hermitian manifold. He establishes that their vertical distribution is

anti-invariant under the almost complex structure of the total manifold. Numerous writers

examined and developed this work by examining anti-invariant submersions [4], [34], semi-

invariant submersions [35], slant submersions [12], [36], and semi-slant submersions [18], [28],

among other topics. Tastan, Sahin, and Yanan [40] defined and examined hemi-slant sub-

mersions from almost Hermitian manifolds as a generalization case of semi-invariant and

semi-slant submersions.

In this contribution, T. W. Lee and B. Sahin [24] extended their concept of slant sub-

mersion a step further by expanding it to include pointwise slant submersions from almost

Hermitian manifolds onto Riemannian manifolds. In doing so, they discovered a technique

for illustrating examples for this kind of submersions. Additionally, they established charac-

terizations for pointwise slant submersions. B. Fuglede [15] and T. Ishihara [22] introduced

the concept of conformal submersion as a generalisation of Riemannian submersions and

talked about some of their geometric characteristics. It is clear that conformal submersion

with dilation λ = 1 is a Riemannian submersion. Gudmundsson and Wood [17] investigated

conformal holomorphic submersion as a generalisation of holomorphic submersion. The neces-

sary and sufficient conditions for harmonic morphisms of conformal holomorphic submersions

have been established. Later on, conformal anti-invariant submersions , [37], [31], conformal

semi-invariant submersions [5], conformal slant submersions [3], and conformal semi-slant

submersions [2] have been studied and defined by Akyol and Sahin. Conformal hemi-slant

submersions [38], [39], conformal bi-slant submersions [6], and quasi bi-slant conformal sub-

mersions [7] have all been studied geometrically recently, and several decomposition theorems

have been covered. They also extended the notion of pluriharmonicity to almost contact met-

ric manifolds, from almost Hermitian manifolds.

In this paper, we investigate pointwise semi-slant conformal submersions from Almost

Hermtian manifold onto a Riemannian manifold. The structure of the paper is as follows.

Section 2 introduces almost contact manifolds, precisely Kaehler manifold with the properties

required for this study. In the third section of our paper, we define pointwise semi-slant

conformal submersion and report a few intriguing findings. The prerequisites for distribution

integrability and the totally geodesicness of its leaves were covered in detail in Section 4.

Lastly, the notion of J-pluriharmonicity is discussed at the end of the study.
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Note: In this paper, we will use abbreviation as follows:

Pointwise semi-slant conformal submersion- PWSSCS

Almost Hermitian manifold- AHM

Kaehler manifold- KM

Riemannian manifold- RM

Horizontal conformal submersion -HCS

2. Preliminaries

We shall provide a few fundamental ideas and consequences that are highly productive for

our paper.

Definition 2.1. [8] Let Π be a Riemannian submersions between two Riemannian manifolds.

Then Π is called a horizontally conformal submersion (HCS), if there is a positive function

λ such that

g1(Û1, V̂1) =
1

λ2
g2(Π∗Û1,Π∗V̂1) (2.1)

for any Û1, V̂1 ∈ Γ(kerΠ∗)
⊥. If the dilation function λ = 1 then, HCS become RS.

Let Π : (Θ1, g1, J) → (Θ2, g2) be a Riemannian submersion. A vector field X̂ on Θ1 is

called a basic vector field if X̂ ∈ Γ(kerΠ∗)
⊥ and Π-related with a vector field X̂ on Θ2 i.e

Π∗(X̂(q)) = X̂Π(q) for q ∈ Θ1.

The formulae given by B . O’Neill of two (1, 2) tensor fields T and A are

AE1F1 = H∇HE1V F1 + V ∇HE1HF1, (2.2)

TE1F1 = H∇V E1V F1 + V ∇V E1HF1, (2.3)

for any E1, F1 ∈ Γ(TΘ1) and ∇ is Levi-Civita connection of g1. From equations (2.2) and

(2.3), we can deduce

∇Û1
V̂1 = TÛ1

V̂1 + V ∇Û1
V̂1 (2.4)

∇Û1
X̂1 = TÛ1

X̂1 + H∇Û1
X̂1 (2.5)

∇X̂1
Û1 = AX̂1

Û1 + V1∇X̂1
Û1 (2.6)

∇X̂1
Ŷ1 = H∇X̂1

Ŷ1 + AX̂1
Ŷ1 (2.7)

for any vector fields Û1, V̂1 ∈ Γ(kerΠ∗) and X̂1, Ŷ1 ∈ Γ(kerΠ∗)
⊥ [13].

It is obvious that T and A are skew-symmetric, that is

g(AX̂E1, F1) = −g(E1,AX̂F1), g(TV̂E1, F1) = −g(E1,TV̂ F1), (2.8)
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for any vector fields E1, F1 ∈ Γ(TpΘ1). Since TV̂ is skew-symmetric, we say that Π has

totally geodesic fibres if and only if T = 0. For the special case when Π is HCS, we have

Proposition 2.1. Let Π : (Θ1, gM ) → (Θ2, g2) be a HCS with dilation λ and X̂, Y be the

horizontal vectors, then

AX̂ Ŷ =
1

2
{V [X̂, Ŷ ]− λ2g(X̂, Ŷ )gradV (

1

λ2
)} (2.9)

measures the obstruction integrability of the horizontal distribution

The second fundamental form of smooth map Π is provided by the formula

(∇Π∗)(Û1, V̂1) = ∇Π
Û1
Π∗V̂1 −Π∗∇Û1

V̂1, (2.10)

if (∇Π∗)(Û1, V̂1) = 0 for all Û1, V̂1 ∈ Γ(TpΘ1), then Π is said to be a totally geodesic map

where ∇ and ∇Π∗ are Levi-Civita and pullback connections.

Lemma 2.1. Let Π : Θ1 → Θ2 be a HCS. Then, we have

(i) (∇Π∗)(X̂1, Ŷ1) = X̂1(lnλ)Π∗(Ŷ1) + Ŷ1(lnλ)Π∗(X̂1)− g1(X̂1, Ŷ1)Π∗(grad lnλ,

(ii) (∇Π∗)(Û1, V̂1) = −Π∗(TÛ1
V̂1)

(iii) (∇Π∗)(X̂1, Û1) = −Π∗(∇X̂1
Û1) = −Π∗(AX̂1

Û1)

for any horizontal vector fields X̂1, Ŷ1 and vertical vector fields Û1, V̂1 [8].

Let (Θ, g) be an AHM. This means that Θ admits a tensor field J of type (1, 1) on Θ such

that

J2 = −I, g(JX̂, JŶ ) = g(X̂, Ŷ ) for all X̂, Ŷ ∈ Γ(TΘ). (2.11)

An AHM Θ is called KM if

(∇X̂J)Ŷ = 0, for all X̂, Ŷ ∈ Γ(TΘ) (2.12)

where ∇ is the Levi-Civita connection on Θ. The covariant derivative of J is defined by

(∇X̂J)Ŷ = ∇X̂JŶ − J∇X̂ Ŷ (2.13)

for all vector fields X̂, Ŷ in Θ.

Here, we recall the definitions which will be helpful for our text.

Definition 2.2. Let Π be a Riemannian submersion from AHM (Θ̄1, g1, J) onto RM (Θ̄2, g2).

If for any non-zero vector X̂ ∈ Γ(kerΠ∗), the angle θ(X̂) between JX̂ and the space kerΠ∗

is constant,i.e., it is independent of the choice of point p ∈ Θ̄1, and choice of tangent vector
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X̂ in kerΠ∗, then we said Π is slant submersion. In this case, the angle θ is called the slant

angle of submersion.

Now, we recall the definition of pointwise slant submersion defined by T.W. Lee and B.

Sahin [24]

Definition 2.3. Let Π be a Riemannian submersion from AHM (Θ̄1, g1, J) onto RM (Θ̄2, g2).

If at each given point q ∈ Θ̄2, the wirtinger angle θ(X̂) between JX̂ and the space kerΠ∗ is

independent of choice of the non-zero vector X̂ ∈ Γ(kerΠ∗), then we say that Π is a pointwise

slant submersion. In this case, the angle θ can be regarded as a function on Θ̄1, which is

called slant function of the pointwise slant submersion.

3. Pointwise semi-slant conformal submersions (PWSSCS)

In this section, we will review the definition that will aid us in discussing and investigating

the concept of pointwise semi-slant conformal submersions PWSSCS from almost Hermitian

manifolds.

Definition 3.1. Let Π : (Θ̄1, g1, J) → (Θ̄2, g2) be a HCS where (Θ̄1, g1, J) is a AHM and

(Θ̄2, g2) is a RM. A HCS Π is called a PWSSCS if there exists a distribution D such

that kerΠ∗ = D ⊕ Dθ, J(D) = D and for any given point q ∈ Θ̄1 and X̂ ∈ (Dθ)q, the

angle θ = θ(X̂) between JX̂ and space (Dθ)q is independent of choice of non-zero vector

X̂ ∈ (Dθ)q, where Dθ is the orthogonal complement of D in kerΠ∗. In this case, the angle θ

can be regarded as a slant function and called pointwise semi-slant function of submersion.

If we suppose m1 and m2 are the dimensions of D and Dθ, then we have the following:

(i) If m1 = 0, m2 ̸= 0 and 0 < θ < π
2 , then Π is a pointwise slant submersion.

(i) If m1 ̸= 0 and m2 = 0, then Π is a invariant submersion

(ii) If m1 ̸= 0, m2 ̸= 0 and 0 < θ < π
2 , then Π is a pointwise semi-slant submersion.

We are providing the example of PWSSCS for support of our study.

Let Π be a PWSSCS from an AHM (Θ̄1, g1, J) onto a RM (Θ̄2, g2). Then, for any

Ŵ ∈ (kerΠ∗), we have

Ŵ = PŴ +QŴ (3.14)

where P and Q are the projections morphism onto D and Dθ. Now, for any Ŵ ∈ (kerΠ∗),

we have

JŴ = ψŴ + ζŴ (3.15)
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where ψŴ ∈ Γ(kerΠ∗) and ζŴ ∈ Γ(kerΠ∗)
⊥. From equations (3.14) and (3.15), we have

JÛ =J(PŴ ) + J(QŴ )

=ψ(PŴ ) + ζ(PŴ ) + ψ(QŴ ) + ζ(QŴ ).

Since JD = D and ζ(PŴ ) = 0, we have

JÛ = ψ(PŴ ) + ψ(QŴ ) + ζ(QŴ ).

Now, we have the following decomposition

(kerΠ∗)
⊥ = ζDθ ⊕ µ, (3.16)

where µ is the orthogonal complement to ζDθ in (kerΠ∗)
⊥ such that µ is invariant with

respect to J . Now, for any X̂ ∈ Γ(kerΠ∗)
⊥, we have

JX̂ = BX̂ + CX̂ (3.17)

where BX̂ ∈ Γ(kerΠ∗) and CX̂ ∈ Γ(kerΠ∗)
⊥.

Lemma 3.1. Let (Θ̄1, g1, J) be an KM and (Θ̄2, g2) be a RM. If Π : Θ̄1 → Θ̄2 is a PWSSCS,

then we have

−Ŵ = ψ2Ŵ + PζŴ , ζψŴ + CζŴ = 0, −Ŷ = ζBŶ + C2Ŷ , ψBŶ +BCŶ ,

for any vector field Ŵ ∈ Γ(kerΠ∗) and Ŷ ∈ Γ(kerΠ∗)
⊥.

Proof. On considering the equations (2.11), (3.15) and (3.17), the proof of Lemma exists. □

Since Π : Θ̄1 → Θ̄2 is a PWSSCS, let us present some helpful investigations that will be

applied in this paper.

Lemma 3.2. Let Π be a PWSSCS from an AHM (Θ̄1, g1, J) onto a RM (Θ̄2, g2), then we

have

ψ2Ŵ = (− cos2θ)Ŵ , (3.18)

for any vector fields Ŵ ∈ Γ(Dθ).

Lemma 3.3. Let Π be a PWSSCS from an AHM (Θ̄1, g1, J) onto a RM (Θ̄2, g2), then we

have

(i) g1(ψẐ, ψŴ ) = cos2 θ g1(Ẑ, Ŵ ),

(ii) g1(ζẐ, ζŴ ) = operatornamesin2θ g1(Ẑ, Ŵ ),

for any vector fields Ẑ, Ŵ ∈ Γ(Dθ).
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Proof. The proof of the preceding Lemmas is identical to the proof of Theorem (2.2) of [11].

As a result, we omit the proofs. □

Let us suppose that (Θ̄2, g2) be a RM and (Θ1, g1, J) be an AHM. We now analyse how the

Hermitian structure on Θ1 influences the tensor fields T and A of PWSSCS Π : (Θ1, g1, J) →

(Θ2, g2).

Lemma 3.4. Let Π : Θ̄1 → Θ̄2 be PWSSCS with semi-slant function θ where, (Θ̄1, g1, J)

KM and (Θ̄2, g2) be a RM, then we have

AX̂CŶ + V ∇X̂BŶ = BH∇X̂ Ŷ + ψAX̂ Ŷ (3.19)

H∇X̂CŶ + AX̂BŶ = CH∇X̂ Ŷ + ζAX̂ Ŷ (3.20)

V ∇X̂ψV̂ + AX̂ζV̂ = BAX̂ V̂ + ψV ∇X̂ V̂ (3.21)

AX̂ψV̂ + H∇X̂ζV̂ = CAX̂ V̂ + ζV ∇X̂ V̂ (3.22)

V ∇V̂BX̂ + TV̂ CX̂ = ψTV̂ X̂ +BH∇V̂ X̂ (3.23)

TV̂BX̂ + H∇V̂ CX̂ = ζTV̂ X̂ + CH∇V̂ X̂ (3.24)

V ∇ÛψV̂ + TÛζV̂ − ψV ∇Û V̂ = BTÛ V̂ (3.25)

TÛψV̂ + H∇ÛζV̂ = CTÛ V̂ + ζV ∇Û V̂ , (3.26)

for any vector fields Û , V̂ ∈ Γ(kerΠ∗) and X̂, Ŷ ∈ Γ(kerΠ∗)
⊥.

Proof. By using (2.12), (2.13) and (2.7) (3.17), we get first two relations (3.19) and (3.20).

Similarly, by considering equations (2.12), (2.13) (2.7), (2.4)-(2.7) and (3.15) (3.17), the

desired results holds good. □

We will now go through some key conclusions that can be utilised to examine the geometry

of PWSSCS Π : Θ1 → Θ2. From the direct calculations, we can conclude the following:

(∇Ûψ)V̂ = V ∇ÛψV̂ − ψV ∇Û V̂ (3.27)

(∇Ûζ)V̂ = H∇ÛζV̂ − ζV ∇Û V̂ (3.28)

(∇X̂B)Ŷ = V ∇X̂BŶ −BH∇X̂ Ŷ (3.29)

(∇X̂C)Ŷ = H∇X̂CŶ − H∇X̂ Ŷ , (3.30)

for any vector fields Û , V̂ ∈ Γ(kerΠ∗) and X̂, Ŷ ∈ Γ(kerΠ∗)
⊥.
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Lemma 3.5. Let (Θ1, g1, J) be a KM and (Θ2, g2) be a RM. If Π : Θ1 → Θ2 is a PWSSCS

with semi-slant function θ, then we have

(∇Ûψ)V̂ = BTÛ V̂ − TÛζV̂

(∇Ûζ)V̂ = CTÛ V̂ − TÛψV̂

(∇X̂B)Ŷ = ψAX̂ Ŷ − AX̂CŶ

(∇X̂C)Ŷ = ζAX̂ Ŷ − AX̂BŶ ,

for all vector fields Û , V̂ ∈ Γ(kerΠ∗) and X̂, Ŷ ∈ Γ(kerΠ∗)
⊥.

Proof. By using equations (2.13), (2.4)- (2.7) and equations (3.27)-(3.30), we can obtain the

results. □

The tensor fields ψ and ζ, if they are parallel with regard to the Levi- Civita connection

∇ of Θ1, then we obtain

BTÛ V̂ = TÛζV̂ , CTÛ V̂ = TÛψV̂

for any vector fields Û , V̂ ∈ Γ(TΘ1).

4. conditions for integrability and totally geodesicness

In this section, we discuss the geometry of PWSSCS Π : (Θ1, g1, J) → (Θ2, g2) from

KM onto RM in terms of integrability of invariant and slant distribution. Apart from this,

we also examine the necessary and sufficient conditions for the leaves of distribution to be

define totally geodesic foliation on Θ1. We start the condition for integrability for invariant

distribution as follows :

Theorem 4.1. Let Π : Θ̄1 → Θ̄2 be PWSSCS with semi-slant function θ where, (Θ̄1, g1, J)

is a KM and (Θ̄2, g2) be a RM. Then the invariant distribution D is integrable if and only if

V ∇ÛψẐ + TÛζẐ ∈ Γ(Dθ) and V ∇V̂ ψẐ + TV̂ ζẐ ∈ Γ(Dθ), (4.31)

for any vector fields Û , V̂ ∈ Γ(D) and Ẑ ∈ Γ(Dθ).

Proof. For all vector fields Û , V̂ ∈ Γ(D) and Ẑ ∈ Γ(Dθ) and by using equations (2.11), (2.12)

and (2.13), we have

g1([Û , V̂ ], Ẑ) = g1(∇ÛJV̂ , JẐ)− g1(∇V̂ JÛ , JẐ)

= −g1(∇ÛJẐ, JV̂ ) + g1(∇V̂ JẐ, JÛ).
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Taking account the fact from equations (2.4) and (2.5) in both part of the above equation in

right hand side, takes the form

g1(∇Û V̂ , Ẑ) = −g1(∇ÛψẐ, ψV̂ )− g1(∇ÛζẐ, ψV̂ ).

By using equation (3.15) in above relation, we have

g1(∇Û V̂ , Ẑ) = −g1(V ∇ÛψẐ, ψV̂ )− g1(TÛζẐ, ψV̂ ).

In above equation, change the role of Û and V̂ , we may yield

g1([Û , V̂ ], Ẑ) = −g1(V ∇ÛψẐ + TÛζẐ, ψV̂ )− g1(V ∇V̂ ψẐ + TV̂ ζẐ, ψÛ).

□

Theorem 4.2. Let Π be PWSSCS with semi-slant function θ from KM (Θ1, g1, J) onto a

RM (Θ2, g2). Then Dθ is integrable if and only if

ψ(TẐζŴ − TŴ ζẐ) = (TŴ ζψẐ − TẐζψŴ ), (4.32)

for any vector fields Ẑ, Ŵ ∈ Γ(Dθ) and Û ∈ Γ(D).

Proof. By using equation (2.11), (2.12) and (2.13), we may yield

g1([Ẑ, Ŵ ], Û) = g1(∇ẐJŴ , JÛ)− g1(∇ŴJẐ, JÛ),

for every vector fields Ẑ, Ŵ ∈ Γ(Dθ) and Û ∈ Γ(D). By using equation (3.15), we can write

g1([Ẑ, Ŵ ], Û) = −g1(∇ẐψŴ , JÛ)− g1(∇ŴψẐ, JÛ) + g1(∇ẐζŴ , JÛ)− g1(∇Ŵ ζẐ, JÛ).

Now, considering the equation (2.11) and equation (2.5) in third and fourth terms, above

equation takes the form

g1([Ẑ, Ŵ ], Û) = g1(∇ẐJψŴ , Û)+g1(∇ŴJψẐ, Û)+g1(TẐζŴ , JÛ)−g1(TŴ ζẐ, JÛ). (4.33)

Taking account the fact from (3.15) in first term, we get g1(∇ẐJψŴ , Û) = −g1(∇Ẑψ
2Ŵ , Û)−

g1(∇ẐζψŴ , Û). By using Lemma 3.2, g1(∇ẐJψŴ , Û) = cos2 θg1(∇ẐŴ , Û)−g1(∇ẐζψŴ , Û).

The same calculation in second term, we get −g1(∇ŴJψẐ, Û) = − cos2 θg1(∇Ŵ Ẑ, Û) +

g1(∇Ŵ ζψẐ, Û). On combining these calculations, finally equation (4.33) takes the form

g1([Ẑ, Ŵ ], Û) = cos2 θg1([Ẑ, Ŵ ], Û)− g1(∇ẐζψŴ , Û) + g1(∇Ŵ ζψẐ, Û)

+ g1(TẐζŴ , JÛ)− g1(TŴ ζẐ, JÛ).
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Finally, by using equation (2.5), we can write

sin2 θg1([Ẑ, Ŵ ], Û) = g1(TŴ ζψẐ, Û)− g1(TẐζψŴ , Û) + g1(TẐζŴ − TŴ ζẐ, JÛ).

From which, we can conclude the result. □

Since Π : (Θ1, g1, J) → (Θ2, g2) be a PWSSCS which ensure the availability of slant

distributions. After discussing the integrability conditions of distributions, we are going to

examine the necessary and sufficient condition for which the leaves of distributions defined

totally geodesic foliation on Θ1.

Theorem 4.3. Let Π be PWSSCS with semi-slant function θ from KM (Θ̄1, g1, J) onto a

RM (Θ̄2, g2). Then D is defines totally geodesic foliation on Θ̄1 if and only if

TÛζψẐ = −ψ(TÛζẐ) and g1(V ∇ÛψV̂ ,BX̂) + g1(TÛψV̂ ,CX̂) = 0, (4.34)

for any vector fields Û , V̂ ∈ Γ(D), Ẑ ∈ Γ(Dθ) and X̂ ∈ Γ(kerΠ∗)
⊥.

Proof. By considering g1(∇Û V̂ , Ẑ), for any vector fields Û , V̂ ∈ Γ(D) and Ẑ ∈ Γ(Dθ). Since,

V̂ and Ẑ are orthogonal to each other, this can be write as g1(∇Û V̂ , Ẑ) = −g1(∇Û Ẑ, V̂ ).

Operating almost complex structure J on both side and using equations (2.11), (2.12), (2.13)

and (3.15), we have

g1(∇Û V̂ , Ẑ) = −g1(∇ÛψẐ, JV )− g1(∇ÛζẐ, JV ).

Further, in the light of equations (3.15) and (2.5), we get

g1(∇Û V̂ , Ẑ) = −g1(∇Ûψ
2Ẑ, V̂ ) + g1(∇ÛζψẐ, V̂ )− g1(TÛζẐ, JV ).

Since, Π is a PWSSCS with semi-slant function θ, then by using Lemma 3.2 in first term of

above equation, finally this will takes the form

sin2 θg1(∇Û V̂ , Ẑ) = g1(∇ÛζψẐ, V̂ )− g1(TÛζẐ, JV ).

From this we can get the first part of theorem. For next one, we consider g1(∇Û V̂ , X̂) for

any vector fields Û , V̂ ∈ Γ(D) and X̂ ∈ Γ(kerΠ∗)
⊥. By using equation (2.11), (2.12), (2.13)

and (3.17), (3.15), this term will takes the form as g1(∇Û V̂ , X̂) = g1(∇ÛψV̂ ,BX̂ + CX̂).

Finally, considering equation (2.4), we can write

g1(∇Û V̂ , X̂) = g1(V ∇ÛψV̂ ,BX̂) + g1(TÛψV̂ ,CX̂).

From which the second part of theorem holds good. □
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Since, Π is PWSSCS with semi-slant function θ from (Θ1, g1, J) onto (Θ2, g2). The slant

distribution is mutually othogonal to invariant distribution. After discussion geometry of

leaves of invariant distribution, it is quite interesting to study the leaves of slant distribution

geometrical point of view in following manner.

Theorem 4.4. Let Π : Θ1 → Θ2 be PWSSCS with semi-slant function θ where, (Θ1, g1, J)

a KM and (Θ2, g2) a RM. Then Dθ is defines totally geodesic foliation on Θ1 if and only if

ψ(V ∇ẐψPŴ + TẐζPŴ + TẐζŴQ) ∈ Γ(Dθ) (4.35)

and

g1(V ∇X̂ψPẐ, ψŴ )− g1(TẐψPẐ, ζŴ ) + g1(∇X̂PψQẐ, Ŵ )

= g1(TX̂ζQẐ, ψŴ )− sin2 θg1([Ẑ, X̂], Ŵ )− 2 sin θ cos θX̂(θ)g1(QẐ, Ŵ )

+ g1(X̂, grad lnλ)g1(ζQẐ, ζŴ ) + g1(ζQẐ, grad lnλ)g1(X̂, ζŴ )

− g1(ζŴ , grad lnλ)g1(ζQẐ, ζŴ ),

(4.36)

for any vector fields Ẑ, Ŵ ∈ Γ(Dθ), Û ∈ Γ(D) and X̂ ∈ Γ(kerΠ∗)
⊥.

Proof. Let us consider for any vector fields Ẑ, Ŵ ∈ Γ(Dθ) and Û ∈ Γ(D). In light of equations

(2.11), (2.12) and (2.13) after operating almost complex structure J on both side, we have

g1(∇ẐŴ , Û) = g1(∇ẐJŴ , JÛ).

By using decomposition (3.14), g1(∇ẐŴ , Û) = g1(∇ẐJ(PŴ + QŴ ), JÛ). Taking account

the fact from equation (3.15), we have

g1(∇ẐŴ , Û) = g1(∇ẐψPŴ , JÛ) + g1(∇ẐζPŴ , JÛ)

+ g1(∇ẐψQŴ , JÛ) + g1(∇ẐζQŴ , JÛ).

Considering the equations (2.4) and (2.5) and since D is invariant under almost structure J ,

i.e., JD = D, we may yields

g1(∇ẐŴ , Û) =g1(V ∇ẐψPŴ , JÛ) + g1(TẐζPŴ , JÛ)

− g1(∇Ẑψ
2QŴ , Û) + g1(∇ẐζQŴ , JÛ).

(4.37)

By using Lemma 3.2 in third term of above equation, which can be write as−g1(∇Ẑψ
2QŴ , Û) =

g1(∇Ẑ(cos
2 θ)QŴ , Û). Then the equation (4.37), will takes the form as

g1(∇ẐŴ , Û) =g1(V ∇ẐψPŴ , JÛ) + g1(TẐζPŴ , JÛ)

+ g1(∇Ẑ(cos
2 θ)QŴ , Û) + g1(∇ẐζQŴ , JÛ).
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Since, Π is a PWSSCS with semi-slant function θ, then we can write the above equation as:

g1(∇ẐŴ , Û) =g1(V ∇ẐψPŴ , JÛ) + g1(TẐζPŴ , JÛ)

+ g1(∇Ẑ(cos
2 θ)QŴ , Û) + g1(∇ẐζQŴ , JÛ).

With simple steps of calculations, finally we get

g1(∇ẐŴ , Û) =g1(V ∇ẐψPŴ , JÛ) + g1(TẐζPŴ , JÛ) + g1(∇ẐζQŴ , JÛ)

+ 2 sin θ cos θẐ(θ)g1(QŴ , Û) + cos2 θg1(∇ẐQŴ , Û).

From which the first part of theorem holds good. For the other part of theorem, let us

suppose for any vector fields Ẑ, Ŵ ∈ Γ(Dθ) and X̂ ∈ Γ(kerΠ∗)
⊥. We start with considering

the term g1(∇ẐŴ , X̂), by using basic calcaltions, this term can be write as g1(∇ẐŴ , X̂) =

−g([Ẑ, X̂], Ŵ ) − g1(∇X̂ Ẑ, Ŵ ). By using equation (2.11), (2.12) and (2.13), this term takes

the form as

g1(∇ẐŴ , X̂) = −g([Ẑ, X̂], Ŵ )− g1(∇X̂JẐ, JŴ ).

In the light of equations (2.4) and since D is invariant under J , we get

g1(∇ẐŴ , X̂) = −g([Ẑ, X̂], Ŵ )− g1(∇X̂ψPẐ, JŴ )− g1(∇X̂ψQẐ, JŴ )− g1(∇X̂ζQẐ, JŴ ).

By using equations (2.11), (2.4) and (2.5), we have

g1(∇ẐŴ , X̂) =− g([Ẑ, X̂], Ŵ )− g1(AX̂ψPẐ, ζŴ )− g1(V ∇X̂ψPẐ, ψŴ ) + g1(∇X̂ψ
2QẐ, Ŵ )

+ g1(∇X̂ζψQẐ, Ŵ )− g1(AX̂ζQẐ, ψŴ )− g1(H∇X̂ζQẐ, ζŴ ).

(4.38)

Since, Π is a PWSSCS with semi-slant function θ, then with simple steps of calculations,

the fourth term of above equation take place as

g1(∇X̂ψ
2QẐ, Ŵ ) =− g1(∇X̂(− cos2 θ)QẐ, Ŵ )

= 2 sin θ cos θX̂(θ)g1(QẐ, Ŵ )− cos2 θg1(∇X̂QẐ, Ŵ ).

By using the above equation in (4.38), we may write as

g1(∇ẐŴ , X̂) =− g([Ẑ, X̂], Ŵ )− g1(AX̂ψPẐ, ζŴ )− g1(V ∇X̂ψPẐ, ψŴ )

+ g1(∇X̂ζψQẐ, Ŵ )− g1(AX̂ζQẐ, ψŴ )− g1(H∇X̂ζQẐ, ζŴ )

+ 2 sin θ cos θX̂(θ)g1(QẐ, Ŵ )− cos2 θg1(∇X̂QẐ, Ŵ ).

(4.39)

Now, the first and last term can be write as:

−g([Ẑ, X̂], Ŵ )− cos2 θg1(∇X̂QẐ, Ŵ ) = sin2 θg1([Ẑ, X̂], Ŵ )− cos2 θg1(∇ẐX̂, Ŵ ). (4.40)
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Since, Π is a PŴSSCS, then by using equation (4.40) in (4.39), we can write

g1(∇ẐŴ , X̂) =2 sin θ cos θX̂(θ)g1(QẐ, Ŵ ) + sin2 θg1([Ẑ, X̂], Ŵ )− cos2 θg1(∇ẐX̂, Ŵ )

− g1(AX̂ψPẐ, ζŴ )− g1(V ∇X̂ψPẐ, ψŴ ) + g1(∇X̂ζψQẐ, Ŵ )

− g1(AX̂ζQẐ, ψŴ )− g1(H∇X̂ζQẐ, ζŴ ).

(4.41)

Now, using the horizontal conformality of Π from Lemma 2.1 and equations (2.1), (2.10) in

the last term of above equation, can be written as

−g1(H∇X̂ζQẐ, ζŴ ) =
1

λ2
g1(∇Π

X̂
Π∗(ζQẐ),Π∗(ζŴ ))− 1

λ2
g1((∇Π∗)(X̂, ζQẐ),Π∗(ζŴ ))

+
1

λ2
g1(∇Π

X̂
Π∗(ζQẐ),Π∗(ζŴ ))− g1(X̂, grad lnλ)g1(ζQẐ, ζŴ )

− g1(ζQẐ, grad lnλ)g1(X̂, ζŴ ) + g1(ζŴ , grad lnλ)g1(X̂, ζQẐ).

Now, by using the above relation, equation (4.41) finally turns into

g1(∇ẐŴ , X̂) =2 sin θ cos θX̂(θ)g1(QẐ, Ŵ ) + sin2 θg1([Ẑ, X̂], Ŵ )− cos2 θg1(∇ẐX̂, Ŵ )

− g1(AX̂ψPẐ, ζŴ )− g1(V ∇X̂ψPẐ, ψŴ ) + g1(∇X̂ζψQẐ, Ŵ )

− g1(AX̂ζQẐ, ψŴ )− g1(X̂, grad lnλ)g1(ζQẐ, ζŴ )

− g1(ζQẐ, grad lnλ)g1(X̂, ζŴ ) + g1(ζŴ , grad lnλ)g1(X̂, ζQẐ)

+
1

λ2
g1(∇Π

X̂
Π∗(ζQẐ),Π∗(ζŴ )).

Hence, this proves the theorem completely. □

The study of geometry of leaves of horizontal and vertical distributions of PWSSCS is

very important. We start our discussion with necessary and sufficient conditions for vertical

distribution kerΠ∗ is totally geodesic.

Theorem 4.5. Let us suppose that Π be a PWSSCS with semi-slant function θ from KM

(Θ1, g1, J) onto a RM (Θ2, g2). Then kerΠ∗ is defines totally geodesic foliation if and only if

1

λ2
g2(∇Π

X̂
Π∗(ζQÛ),Π∗(ζV̂ )) + g1(AX̂ψPÛ , ζV̂ ) + g1(V ∇X̂ψPÛ , ψV̂ )

= cos2θ g1(∇X̂QÛ , V̂ )− 2 sin θ cos θX̂(θ)g1(QÛ , V̂ ) + g1([Û , X̂], V̂ )

+ g1(X̂, grad lnλ)g1(ζQÛ , ζV̂ ) + g1(ζQÛ , grad lnλ)g1(X̂, ζV̂ )

− g1(ζV̂ , grad lnλ)g1(X̂, ζQÛ)− g1(AX̂ζQÛ , ψV̂ ),

(4.42)

for any vector fields Û , V̂ ∈ Γ(kerΠ∗) and X̂ ∈ Γ(kerΠ∗)
⊥.
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Proof. We start the proof of theorem with considering the term g1(∇Û V̂ , X̂). From simple

steps of calculations with basic definition, this turns into g1(∇Û V̂ , X̂) = −g1([Û , X̂], V̂ ) −

g1(∇X̂ Û , V̂ ). Operating J , which is a almost complex structure with using equation (2.11),

(2.12) and (2.13) on second term, this will take place

g1(∇Û V̂ , X̂) = −g1([Û , X̂], V̂ )− g1(∇X̂JÛ , JV ),

for any vertical vector fields Û , V̂ and horizontal vector field X̂. In the light of decomposition

(3.14) and (3.15) the second term of above equation, we can write

g1(∇Û V̂ , X̂) = −g1([Û , X̂], V̂ )− g1(∇X̂ψPÛ , JV )− g1(∇X̂ψQÛ , JV )− g1(∇X̂ζQÛ , JV ).

(4.43)

In the light of equation (3.15) and (2.6), second term of above equation become

−g1(∇X̂ψPÛ , JV ) = g1(AX̂ψPÛ , ζV̂ )− g1(V ∇X̂ψPÛ , ψV̂ ). Similarly, from equation (2.11),

(2.12) and (2.6), third term turns as−g1(∇X̂ψQÛ , JV ) = g1(∇X̂ψ
2QÛ , V̂ )+g1(∇X̂ζψQÛ , V̂ ).

In last term, taking account the fact from decomposition (3.15) and equation (2.7), this will

take place as −g1(∇X̂ζQÛ , JV ) = −g1(H∇X̂ζQÛ , ζV̂ ) − g1(AX̂ζQÛ , V̂ ). Put the values of

all these terms in equation (4.43), we get

g1(∇Û V̂ , X̂) =− g1([Û , X̂], V̂ ) + g1(AX̂ψPÛ , ζV̂ )− g1(V ∇X̂ψPÛ , ψV̂ ) + g1(∇X̂ψ
2QÛ , V̂ )

+ g1(∇X̂ζψQÛ , V̂ )− g1(H∇X̂ζQÛ , ζV̂ )− g1(AX̂ζQÛ , ψV̂ ).

Since, Π is a PWSSCS with semi-slant function θ, using Lemma 3.2, above equation turns

into

g1(∇Û V̂ , X̂) =− g1([Û , X̂], V̂ ) + g1(AX̂ψPÛ , ζV̂ )− g1(V ∇X̂ψPÛ , ψV̂ )− g1(∇X̂(cos
2 θ)QÛ , V̂ )

+ g1(∇X̂ζψQÛ , V̂ )− g1(H∇X̂ζQÛ , ζV̂ )− g1(AX̂ζQÛ , ψV̂ )

= −g1([Û , X̂], V̂ ) + g1(AX̂ψPÛ , ζV̂ )− g1(V ∇X̂ψPÛ , ψV̂ ) + g1(∇X̂ζψQÛ , V̂ )

+ 2 sin θ cos θX̂(θ)g1(QÛ , V̂ )− cos2 θg1(∇X̂QÛ , V̂ )

− g1(H∇X̂ζQÛ , ζV̂ )− g1(AX̂ζQÛ , ψV̂ ).

(4.44)

Considering equations (2.1) and (2.10), second last term of the above equation will be

−g1(H∇X̂ζQÛ , ζV̂ ) =
1

λ2
g2(∇Π

X̂
Π∗(ζQÛ),Π∗(ζV̂ ))− 1

λ2
g2((∇Π∗)(X̂, ζQÛ),Π∗(ζV̂ )).
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By using the definition of horizontal conformality of Π from Lemma 3.2, we can write

−g1(H∇X̂ζQÛ , ζV̂ ) =
1

λ2
g2(∇Π

X̂
Π∗(ζQÛ),Π∗(ζV̂ ))− 1

λ2
g2((X̂(lnλ)Π∗(ζQÛ)

+ ζQÛ(lnλ))Π∗(X̂)− g1(X̂, ζQÛ)Π∗(grad lnλ),Π∗(ζV̂ )).

Now, by using above two equations in (4.44), finally we have

g1(∇Û V̂ , X̂) =− g1([Û , X̂], V̂ ) + g1(AX̂ψPÛ , ζV̂ )− g1(V ∇X̂ψPÛ , ψV̂ ) + g1(∇X̂ζψQÛ , V̂ )

+ 2 sin θ cos θX̂(θ)g1(QÛ , V̂ )− cos2 θg1(∇X̂QÛ , V̂ )− g1(AX̂ζQÛ , ψV̂ )

− g1(X̂, grad lnλ)g1(ζQÛ , ζV̂ )− g1(ζQÛ , grad lnλ)g1(X̂, ζV̂ )

+ g1(X̂, ζQÛ)g1(ζV̂ , grad lnλ).

□

This completes the proof.

Theorem 4.6. Let Π be PWSSCS from a KM (Θ1, g1, J) onto a RM (Θ2, g2). Then the

map Π is totally geodesic map if and only if

(i) 1
λ2
g2(Ẑ(lnλ)Π∗ζψŴ + ζψẐ(lnλ)Π∗Ẑ − g1(Ẑ, ζψŴ )Π∗(grad lnλ),Π∗(X̂))

= g1(TẐψ
2Ŵ , X̂) + 1

λ2
g2(∇Π

Ẑ
Π∗ζψŴ ,Π∗(X̂))

(ii) cos2 θg1(TX̂ Ŷ , Ẑ) +
1
λ2
{g2(∇Π

X̂
Π∗ζψŶ ,Π∗(Ẑ)− g2(∇Π

X̂
Π∗ζŶ ,Π∗(CẐ))} = 0

(iii) cosec2 θg1(AẐPÛ , Ŵ ) + cot2 θ cos2 θg1(H∇ẐQÛ , Ŵ )

= − 1
λ2
{g2(∇Π

Ẑ
Π∗ζψQÛ ,Π∗(Ŵ )) + g2(∇Π

Ẑ
Π∗ζQÛ ,Π∗(CŴ ))},

for any Û , V̂ ∈ Γ(D), X̂, Ŷ ∈ Γ(Dθ) and Ẑ ∈ Γ(kerΠ∗)
⊥, Û1 ∈ Γ(kerΠ∗).

Proof. Let us consider g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)), for any Ẑ, Ŵ ∈ Γ(D) and X̂ ∈ Γ(kerΠ∗)
⊥.

On using equations (2.10) with definition 2.1, we may obtain g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)) =

−λ2g1(∇ẐŴ , X̂). This relation can be turn into

1

λ2
g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)) = g1(∇ẐŴ , X̂).

Taking account the fact that JŴ = ψD if Ŵ ∈ Γ(D) and from equations (2.11), (3.15) in

the right hand side of above equation, we get

1

λ2
g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)) = −g1(∇ẐψŴ , JX̂).

By using equations (2.4), (2.5) with (3.15), we can get

1

λ2
g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)) = g1(TẐψ

2Ŵ , X̂)− g1(H∇ẐζψŴ , X̂). (4.45)
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Since Π is PWSSCS, by using definition 2.1, the second term in the right hand side

of above equation can be turn into −g1(H∇ẐζψŴ , X̂) = 1
λ2
g2((∇Π∗)(Ẑ, ζψŴ ),Π∗(X̂)) −

1
λ2
g2(∇Π

Ẑ
Π∗ζψŴ ,Π∗(X̂)). By using this in (4.45), we may have

1

λ2
g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)) =g1(TẐψ

2Ŵ , X̂) +
1

λ2
g2((∇Π∗)(Ẑ, ζψŴ ),Π∗(X̂))

− 1

λ2
g2(∇Π

Ẑ
Π∗ζψŴ ,Π∗(X̂)).

Finally with using Lemma 3.3, we get

1

λ2
g2((∇Π∗)(Ẑ, Ŵ ),Π∗(X̂)) =

1

λ2
g2(Ẑ(lnλ)Π∗ζψŴ + ζψŴ (lnλ)Π∗Ẑ

− g1(Ẑ, ζψŴ )Π∗(grad lnλ)) + g1(TẐψ
2Ŵ , X̂)

− 1

λ2
g2(∇Π

Ẑ
Π∗ζψŴ ,Π∗(X̂)),

which is part (i). For part (ii), take into consideration g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ)), for any

X̂, Ŷ ∈ Γ(Dθ) and Ẑ ∈ Γ(kerΠ∗)
⊥. From equations (2.10) with definition 2.1, we can write

g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ)) = −λ2g1(∇X̂ Ŷ , Ẑ). In the light of relation (2.11), (2.12) and (3.15),

we get

1

λ2
g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ)) = −g1(∇X̂ψŶ , JẐ)− g1(∇X̂ζŶ , JẐ).

By using equations (2.11), (2.12), (3.17), above equations turn into

1

λ2
g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ)) = g1(∇X̂JψŶ , Ẑ)− g1(∇X̂ζŶ ,BẐ + CẐ).

By using equation (2.5), we can write

1

λ2
g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ)) = g1(∇X̂ψ

2Ŷ , Ẑ) + g1(∇X̂ζψŶ , Ẑ)

− g1(H∇X̂ζŶ ,CẐ)− g1(TX̂ζŶ ,BẐ).

Taking account the fact from equation (2.5) with Lemma 3.3, we may have

1

λ2
g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ)) = g1(∇X̂(cos

2 θ)Ŷ , Ẑ) + g1(H∇X̂ζψŶ , Ẑ)

− g1(H∇X̂ζŶ ,CẐ)− g1(TX̂ζŶ ,BẐ).

(4.46)

Since Π is a PWSSCS from a KM Θ1, the the first term of equation (4.46) turn into

as g1(∇X̂(cos
2 θ)Ŷ , Ẑ) = 2 sin θ cos θX̂(θ)g1(Ŷ , Ẑ) + cos2 θg1(∇X̂ Ŷ , Ẑ), where the second

term as g1(H∇X̂ζψŶ , Ẑ) = 1
λ2
g2(∇Π

X̂
Π∗ζψŶ ,Π( ∗ Ẑ)) − 1

λ2
g2((∇Π∗)(X̂, ζψŶ ),Π∗(Ẑ)) and

third term as g1(H∇X̂ζψŶ , Ẑ) = − 1
λ2
g2(∇Π

X̂
Π∗ζŶ ,Π∗(CẐ)) +

1
λ2
g2((∇Π∗)(X̂, ζŶ ),Π∗(CẐ))

by using equation (2.10) and definition 2.1. □
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With all these facts using in equation (4.46), we can write

1

λ2
g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ))

= 2 sin θ cos θX̂(θ)g1(Ŷ , Ẑ) + cos2 θg1(∇X̂ Ŷ , Ẑ) +
1

λ2
g2(∇Π

X̂
Π∗ζψŶ , (Π∗Ẑ))

− 1

λ2
g2((∇Π∗)(X̂, ζψŶ ),Π∗(Ẑ))−

1

λ2
g2(∇Π

X̂
Π∗ζŶ ,Π( ∗ CẐ))

+
1

λ2
g2((∇Π∗)(X̂, ζŶ ),Π∗(CẐ))− g1(TX̂ζŶ ,BẐ).

Finally, by using the Lemma 3.3 in fourth and fifth terms, the above equations takes the

form

1

λ2
g2((∇Π∗)(X̂, Ŷ ),Π∗(Ẑ))

=
1

λ2
g2(X̂(lnλ)Π∗ζŶ + ζŶ (lnλ)Π∗X̂ − g1(X̂, ζŶ )Π∗(grad lnλ),Π∗(CẐ))

− 1

λ2
g2(X̂(lnλ)Π∗ζψŶ + ζψŶ (lnλ)Π∗X̂ − g1(X̂, ζψŶ )Π∗(grad lnλ),Π∗(Ẑ))

− 1

λ2
g2(∇Π

X̂
Π∗ζŶ ,Π( ∗ CẐ))− g1(TX̂ζŶ ,BẐ)

+ cos2 θg1(∇X̂ Ŷ , Ẑ) +
1

λ2
g2(∇Π

X̂
Π∗ζψŶ ,Π∗(Ẑ)).

This is the proof of part (ii). For (iii) part, we consider

1

λ2
g2((∇Π∗)(Ẑ, Û1),Π∗Ŵ ) = −g1(Π∗∇ẐÛ1,Π∗Ŵ ),

for any Û1 ∈ Γ(kerΠ∗) and Ẑ, Ŵ ∈ Γ(kerΠ∗)
⊥. By using equations (2.11), (2.12), (3.14) and

(3.15), we can write

1

λ2
g2((∇Π∗)(Ẑ, Û1),Π∗Ŵ ) =− g1(∇ẐPÛ , Ŵ ) + g1(∇Ẑψ

2QÛ, Ŵ )− g1(∇ẐζψQÛ , Ŵ )

− g1(H∇ẐζQÛ ,CŴ )− g1(AẐζQÛ ,BŴ ).

Since PWSSCS, then by using Lemma 3.3 and definition of horizontal conformality 2.1, the

above equation turn into

1

λ2
g2((∇Π∗)(Ẑ, Û1),Π∗Ŵ ) =− g1(AẐPÛ , Ŵ )− sin 2θẐ(θ)g1(QÛ , Ŵ ) + cos2 θg1(∇ẐQÛ , Ŵ )

− 1

λ2
g2(Π∗(H∇ẐζψQÛ),Π∗(Ŵ ))− 1

λ2
g2(Π∗(H∇ẐζQÛ),Π∗(CŴ ))

− g1(AẐζQÛ ,BŴ ).

(4.47)

The second term on right hand side of above equations become 0 since QÛ and Ŵ both are

orthogonal, whereas the third term reduces with equations (2.11), (2.12) and Lemma 3.3 as,
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− cos2 θ(g1(∇Ẑψ
2QÛ, Ŵ ) + cos2 θg1(∇ẐζψQÛ , Ŵ )) + cos2 θg1(∇ẐζQÛ ,BŴ + CŴ ). With

this value equation (4.47) reduces to

1

λ2
g2((∇Π∗)(Ẑ, Û1),Π∗Ŵ )

=− g1(AẐPÛ , Ŵ )− cos2 θg1(∇Ẑψ
2QÛ, Ŵ ) + cos4 θg1(∇ẐζψQÛ , Ŵ )

+ cos2 θg1(∇ẐζQÛ ,BŴ + CŴ ) + cos2 θg1(∇ẐQÛ , Ŵ )

− 1

λ2
g2(Π∗(H∇ẐζψQÛ),Π∗(Ŵ ))− 1

λ2
g2(Π∗(H∇ẐζQÛ),Π∗(CŴ ))

− g1(AẐζQÛ ,BŴ ).

(4.48)

Since Π is a PWSSCS from KM onto RM, by using the formula of second fundamental

form of Π and Lemma 3.3, sixth term in the right hand side of above equations reduces to

1
λ2
g2(Ẑ(lnλ)Π∗ζψQÛ+ζψQÛ(lnλ)Π∗Ẑ−g1(Ẑ, ζψQÛ)Π∗(grad lnλ),Π∗Ŵ ) and the seventh

term as 1
λ2
g2(Ẑ(lnλ)Π∗ζQÛ + ζQÛ(lnλ)Π∗Ẑ − g1(Ẑ, ζQÛ)Π∗(grad lnλ),Π∗CŴ ). Putting

these values in equation (4.48), we have

1

λ2
g2((∇Π∗)(Ẑ, Û1),Π∗Ŵ )

=
1

λ2
g2(Ẑ(lnλ)Π∗ζψQÛ + ζψQÛ(lnλ)Π∗Ẑ − g1(Ẑ, ζψQÛ)Π∗(grad lnλ),Π∗Ŵ )

+
1

λ2
g2(Ẑ(lnλ)Π∗ζQÛ + ζQÛ(lnλ)Π∗Ẑ − g1(Ẑ, ζQÛ)Π∗(grad lnλ),Π∗CŴ )

− g1(AẐPÛ , Ŵ )− cos2 θg1(∇Ẑψ
2QÛ, Ŵ ) + cos2 θg1(∇ẐζψQÛ , Ŵ )− g1(AẐζQÛ ,BŴ )

+ cos2 θg1(∇ẐζQÛ ,BŴ + CŴ ) + cos4 θg1(∇ẐQÛ , Ŵ )

− 1

λ2
g2(∇Π

Ẑ
Π∗ζψQÛ ,Π∗Ŵ )− 1

λ2
g2(∇Π

Ẑ
Π∗ζQÛ ,Π∗CŴ ).

Finally, by using definition of horizontal conformality with Lemma 3.3 and equation (2.7),

we can write

1

λ2
g2((∇Π∗)(Ẑ, Û1),Π∗Ŵ )

= sin2 θ{ 1

λ2
g2(Ẑ(lnλ)Π∗ζψQÛ + ζψQÛ(lnλ)Π∗Ẑ − g1(Ẑ, ζψQÛ)Π∗(grad lnλ),Π∗Ŵ )

+
1

λ2
g2(Ẑ(lnλ)Π∗ζQÛ + ζQÛ(lnλ)Π∗Ẑ − g1(Ẑ, ζQÛ)Π∗(grad lnλ),Π∗CŴ )}

− sin2 θ
1

λ2
g2(∇Π

Ẑ
Π∗ζψQÛ ,Π∗Ŵ )− sin2 θ

1

λ2
g2(∇Π

Ẑ
Π∗ζQÛ ,Π∗CŴ )

− g1(AẐPÛ , Ŵ ) + cos4 θg1(∇ẐQÛ , Ŵ ),

from which we can get part (iii) of Theorem.
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5. Pluriharmonicity

In this section, we discussed the concept of J-pluriharmonicity on AHMs which was once

studied and defined by Y. Ohnita [26]. Let Π be a PWSSCS from KM (Θ1, g1, J) onto a RM

(Θ2, g2). Then PWSSCS is J-pluriharmonic, D-J-pluriharmonic, Dθ-J-pluriharmonic, (D−

Dθ)-ϕ pluriharmonic, kerΠ∗-J-pluriharmonic, (kerΠ∗)
⊥-J-pluriharmonic and ((kerΠ∗)

⊥ −

kerΠ∗)-ϕ-pluriharmonic if

(∇Π∗)(X̂, Ŷ ) + (∇Π∗)(JX̂, JŶ ) = 0, (5.49)

for any X̂, Ŷ ∈ Γ(D), for any X̂, Ŷ ∈ Γ(Dθ), for any X̂ ∈ Γ(D), Ŷ ∈ Γ(Dθ), for any

X̂, Ŷ ∈ Γ(kerΠ∗), for any X̂, Ŷ ∈ Γ(kerΠ∗)
⊥ and for any X̂ ∈ Γ(kerΠ∗)

⊥, Ŷ ∈ Γ(kerΠ∗).

Theorem 5.1. Let Π be a PWSSCS from KM (Θ1, g1, J) onto a RM (Θ2, g2). Suppose that

Π is Dθ-J-pluriharmonic. Then Dθ defines totally geodesic foliation on Θ1 if and only if

∇Π
JX̂1

Π∗JŶ1 +∇Π
ζX̂1

Π∗ζŶ1 =Π∗(H∇ψX̂1
ζŶ1 + AζX̂1

ψŶ1 + TψX̂1
ψ2PψŶ1 + H∇ψX̂1

ζψPψŶ1)

+ Π∗(TψX̂1
ψ2QψŶ1 + H∇ψX̂1

ζψQψŶ1)

− cos2 θΠ∗(TψX̂1
ψζQψŶ1 + TψX̂1

QψŶ1),

for any
ˆ̂
X1, Ŷ1 ∈ Γ(Dθ).

Proof. For any
ˆ̂
X1, Ŷ1 ∈ Γ(Dθ) and using the pluriharmonicity of J with equation (2.10), we

get

0 = (∇Π∗)(X̂1, Ŷ1) + (∇Π∗)(JX̂1, JŶ1)

= −Π∗∇ ˆ̂
X1
Ŷ1 +∇Π

JX̂1
Π∗JŶ1 −Π∗∇JX̂1

JŶ1.

Now, from the above equation, we can write

Π∗∇ ˆ̂
X1
Ŷ1 = ∇Π

JX̂1
Π∗JŶ1 −Π∗∇JX̂1

JŶ1.

The second term in the right hand side of above equation with using equation (3.15), takes

the form as Π∗∇ψX̂1
ψŶ1 +Π∗∇ψX̂1

ζŶ1 +Π∗∇ζX̂1
ψŶ1 +Π∗∇ψX̂1

ζŶ1. Now, equation (5) can

be write as

Π∗∇ ˆ̂
X1
Ŷ1 =∇Π

JX̂1
Π∗JŶ1 −Π∗∇ψX̂1

ψŶ1 −Π∗∇ψX̂1
ζŶ1

−Π∗∇ζX̂1
ψŶ1 −Π∗∇ψX̂1

ζŶ1.
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Taking account the fact that Π is PWSSCS with using equations (2.5), (2.6), (2.10) and

(3.14), we have

Π∗∇ ˆ̂
X1
Ŷ1 =−Π∗(TψX̂1

ζŶ1 + H∇ψX̂1
ζŶ1 + AζX̂1

ψŶ1 + V ∇ζX̂1
ψŶ1)

+ {ζX̂1(lnλ)Π∗ζŶ1 + ζŶ1(lnλ)Π∗ζX̂1 − g1(ζX̂1, ζŶ1)Π∗(grad lnλ)}

− ∇Π
JX̂1

Π∗JŶ1 −∇Π
ζX̂1

Π∗ζŶ1 +Π∗(J∇ψX̂1
J(PψŶ1 +QψŶ1)).

Operating J in the last term in the right hand side of above equation with Lemma 3.2 and

equations (2.5) and (2.6), we may have

Π∗∇ ˆ̂
X1
Ŷ1 ={ζX̂1(lnλ)Π∗ζŶ1 + ζŶ1(lnλ)Π∗ζX̂1 − g1(ζX̂1, ζŶ1)Π∗(grad lnλ)}

+Π∗(TψX̂1
ψ2PψŶ1 + V ∇ψX̂1

ψ2PψŶ1 + TψX̂1
ζψPψŶ1 + H∇ψX̂1

ζψPψŶ1)

+ Π∗(TψX̂1
ψ2QψŶ1 + V ∇ψX̂1

ψ2QψŶ1 + TψX̂1
ζψQψŶ1 + H∇ψX̂1

ζψQψŶ1)

− cos2 θΠ∗(TψX̂1
ψζQψŶ1 + V ∇ψX̂1

ψζQψŶ1 + TψX̂1
QψŶ1 + V ∇ψX̂1

QψŶ1)

+ Π∗(TψX̂1
ζŶ1 + H∇ψX̂1

ζŶ1 + AζX̂1
ψŶ1 + V ∇ζX̂1

ψŶ1)

−∇Π
JX̂1

Π∗JŶ1 −∇Π
ζX̂1

Π∗ζŶ1.

□

Theorem 5.2. Let Π be a PWSSCS from KM (Θ1, g1, J) onto a RM (Θ2, g2). Suppose

that Π is ((kerΠ∗)
⊥ − kerΠ∗)-J-pluriharmonic. Then the horizontal distribution (kerΠ∗)

⊥

defines totally geodesic foliation on Θ1 if and only if

Π∗∇Ŷ1
Ŵ −∇Π

JX̂1
Π∗(JŴ ) + cos4 θΠ∗ACŶ1

QŴ − cos2 θΠ∗ζACŶ1
ζQŴ

= sin2 θ{CŶ1(lnλ)Π∗(ζψQŴ ) + ζψQŴ (lnλ)Π∗(CŶ1)− g1(ζψQŴ ,CŶ1)Π∗grad lnλ}

+ cos2 θJ{CŶ1(lnλ)Π∗(ζQŴ ) + ζQŴ (lnλ)Π∗(CŶ1)− g1(ζQŴ ,CŶ1)Π∗grad lnλ}

−Π∗(TBŶ1
PψŴ + TBŶ1

QψŴ + ACŶ1
ψPŴ + H∇BŶ1

ζŴ )

− sin2 θ∇Π
CŶ1

Π∗(ζψQŴ ) + cos2 θJ∇Π
CŶ1

Π∗(ζQŴ ),

for any Ŷ1 ∈ Γ(kerΠ∗)
⊥ and Ŵ ∈ Γ(kerΠ∗).

Proof. For any Ŷ1 ∈ Γ(kerΠ∗)
⊥, Ŵ ∈ Γ(kerΠ∗) and using equations (2.10), (3.14), (3.15)

with considering the fact that the pluriharminicity of J , we can write

Π∗∇CŶ1
ζŴ = −Π∗(∇BŶ1

ψŴ +∇BŶ1
ζŴ +∇CŶ1

ψŴ )−Π∗∇Ŷ1
Ŵ +∇Π

JŶ1
Π∗JŴ .
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Now, by using equations (2.4), (2.6), (3.14), (3.15) and from the Lemma 3.2, above equation

can takes the form as

Π∗∇CŶ1
ζŴ =−Π∗(TBŶ1

ζŴ + H∇BŶ1
ζŴ )−Π∗∇Ŷ1

Ŵ +∇Π
JŶ1

Π∗JŴ −Π∗∇CŶ1
ζψQŴ

+Π∗(J∇BŶ1
JψŴ + J∇CŶ1

JψŴ )− cos2 θΠ∗(J∇CŶ1
JQŴ )

+ Π∗(−TBŶ1
PψŴ − V ∇BŶ1

PψŴ − TBŶ1
QψŴ )

+ Π∗(−V ∇BŶ1
QψŴ − ACŶ1

ψPŴ − V ∇CŶ1
ψPŴ ).

By using the horizontal conformality of Π, Lemma 3.2, equations (3.15) and (2.10) with some

simple steps of calculations, we may have

Π∗∇CŶ1
ζŴ =− cos4 θΠ∗(ACŶ1

QŴ ) + cos2 θΠ∗(ζACŶ1
ζQŴ ) + sin2 θ(∇Π∗)(CŶ1, ζψQŴ )

− sin2 θ∇Π
CŶ1

Π∗(ζψQŴ ) + cos2 θJ(∇Π∗)(CŶ1, ζQŴ ) + cos2 θJ∇Π
CŶ1

Π∗(ζQŴ )

−Π∗(TBŶ1
ζŴ + H∇BŶ1

ζŴ )−Π∗∇Ŷ1
Ŵ +∇Π

JŶ1
Π∗JŴ

−Π∗(TBŶ1
PψŴ + V ∇BŶ1

PψŴ + TBŶ1
QψŴ + V ∇BŶ1

QψŴ )

−Π ∗ (ACŶ1
ψPŴ − V ∇CŶ1

ψPŴ ).

Finally, by using the Lemma 2.1, the above equation takes the form

Π∗∇CŶ1
ζŴ

=sin2 θ{CŶ1(lnλ)Π∗(ζψQŴ ) + ζψQŴ (lnλ)Π∗(CŶ1)− g1(CŶ1, ζψQŴ )Π∗(grad lnλ)}

cos2 θJ{CŶ1(lnλ)Π∗(ζQŴ ) + ζQŴ (lnλ)Π∗(CŶ1)− g1(CŶ1, ζQŴ )Π∗(grad lnλ)}

−Π∗(TBŶ1
ζŴ + H∇BŶ1

ζŴ )−Π∗∇Ŷ1
Ŵ +∇Π

JŶ1
Π∗JŴ − cos4 θΠ∗(ACŶ1

QŴ )

−Π∗(TBŶ1
PψŴ + V ∇BŶ1

PψŴ + TBŶ1
QψŴ + V ∇BŶ1

QψŴ ) + cos2 θΠ∗(ζACŶ1
ζQŴ )

−Π ∗ (ACŶ1
ψPŴ − V ∇CŶ1

ψPŴ )− sin2 θ∇Π
CŶ1

Π∗(ζψQŴ ) + cos2 θJ∇Π
CŶ1

Π∗(ζQŴ ).

From the above equation, we can get the proof of Theorem 5.2. □
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Abstract. In this study, ruled surfaces formed by the movement of the Frenet vectors of

the successor curve along the Smarandache curve obtained from the tangent and principal

normal vectors of the successor curve of a curve are definened. Then, the Gaussian and

mean curvatures of each ruled surface were calculated. It has been shown that the ruled

surface formed by the tangent vector of the successor curve moving along the Smarandache

curve is a developable ruled surface. In addition, it was found that the surface formed by

the principal normal vector of the succesor curve along the Smarandache curve is a minimal

developable ruled surface if the principal curve is planar. Conditions are given for other

surfaces to be developable or minimal surfaces.

Keywords: Smarandache ruled surfaces, Sucessor curve, mean curvature, Gaussian curva-

ture.

2010 Mathematics Subject Classification: 53A04, 53A05.

1. Introduction

The image of a function with two real variables in three-dimensional space is a surface.

Surfaces are used in many fields, such as architecture and engineering [26]. In 1795, Monge

defined the ruled surface as the surface formed by the movement of the line along the curve.

Any ruled surface is formed as a result of the continuous movement of a line along any curve.

These curves are called the base curve and the director curve, respectively. The curvature
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Kübra Akdağ ⋄ kubra28grsn@gmail.com ⋄ https://orcid.org/0000-0002-3087-2323.

179

HTTPS://ORCID.ORG/0000-0002-8842-6326
HTTPS://ORCID.ORG/0000-0003-1097-5541
HTTPS://ORCID.ORG/0000-0002-3087-2323


180 G. UZUN, S. ŞENYURT, AND K. AKDAĞ

of surfaces was defined by Gauss in the 19th century, and therefore it was named Gaussian

curvature [19]. Gaussian curvatures are related to the dimensions of the surface [27]. Since

the average curvature of the surface is a ratio, it is independent of the size of the surface.

Thus far, many studies [1, 3, 6, 7, 8, 9, 10, 12, 13] on the Gaussian curvatures of surfaces

have been conducted.

There are many special curves in differential geometry. One of them is the successor curve.

This curve is defined as, there is a new curve, such that the tangent of one curve the principal

normal of the other curve, by Menninger [14] in 2014. Later, Masal [11] investigated the

relationships between the position vectors of this curve and defined Successor planes. Thus

far, many studies have been conducted on this concept [5, 30]. Another special curve is the

Smarandache curve defined in Minkowski space [2, 21, 28, 29].

In recent years, many studies have been carried out on ruled surfaces whose base curve is

Smarandache curve. Some of these studies can be accessed from [4, 16, 17, 18, 22, 23, 24, 25].

In this paper, we present some special ruled surfaces with T1N1B1-Smarandache curves

obtained from their successor frames. We then investigate the properties of these ruled

surfaces by means of Gaussian and mean curvatures. We obtain the conditions that which

of these surfaces developable and which of these minimal. At the end, we visualise the main

idea by providing four examples.

2. Preliminaries

This section provides some basic notions needed to be the following sections. Throughout

this paper, let α = α(s) and β = β(s) be two differentiable unit speed curve in E3 and their

Frenet aparatus be {T,N,B, κ, τ} and {T1, N1, B1, κ1, τ1}, respectively. Then,

T = α′, N =
α′′

∥α′′∥
, B = T ∧N, κ =

∥∥α′′∥∥ , τ =
〈
N ′, B

〉
,

T ′ = κN, N ′ = −κT + τB, B′ = −τN.

The surface formed by a line moving depending on the parameter of a curve is called a ruled

surface, and its parametric expression is X(s, ν) = α(s) + νr(s). Here, ν is a constant.

Besides, α and r are referred to as the base curve and the director curve of X, respectively.

The normal vector field NX , the Gaussian curvature KX , and the mean curvature HX of

X(s, ν) are as follows:

NX =
Xs ∧Xν

∥Xs ∧Xν∥
, (2.1)
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KX =
eg − f2

EG− F 2
, HX =

Eg − 2fF + eG

2(EG− F 2)
, (2.2)

Here,

E = ⟨Xs, Xs⟩ , F = ⟨Xs, Xν⟩ , G = ⟨Xν , Xν⟩ , (2.3)

e = ⟨Xss, NX⟩ , f = ⟨Xsν , NX⟩ , g = ⟨Xνν , NX⟩ . (2.4)

Definition 2.1. [11, 14] If the unit tangent vector of α is the principal normal vector of β,

then β is called Successor curve of α.

Theorem 2.1. [11, 14] Let β be the Successor curve of α. Frenet apparatus of β curve is as

follows:

T1 = − cos θN + sin θB, N1 = T, B1 = sin θN + cos θB, κ1 = κ cos θ, τ1 = κ sin θ.

where, θ is the angle between binormal vectors B and B1 and θ(s) = θ0 +
∫
τ(s)ds.

Definition 2.2. [29] A regular curve in Minkowski space, whose position vector is obtained

by Frenet frame vectors on another regular curve, is called a Smarandache Curve.

Let β be the Successor curve of α. It can be observed that the unit curve γ, inspired in

[11], produces Smarandache curves, for all s ∈ I ⊆ R, such that

γ(s) =
aT + bN + cB√
a2 + b2 + c2

, a, b, c ∈ R.

Here, if a, b, and c are nonzero the Smarandache curves produced by γ(s) are denoted by

{T N B}-Smarandache Curves. This paper consider {T N B}-Smarandache Curves.

3. Ruled Surfaces with T1N1B1-Smarandache Base Curve Obtained From the

Successor Frame

In this section, firstly we define some special ruled surfaces with T1N1B1-Smarandache

base curve obtained from the successor frame. Then we examine the properties of these

ruled surfaces by means of Gaussian and mean curvatures. And we give the conditions of

being developable or minimal surface.

Definition 3.1. Let the successor curve of the α curve be β. The ruled surface formed

by targent vector T1 the vector along the T1N1B1 Smarandache curve obtained from the T1

targent vector, N1 principal normal vector and B1 binormal vector of the β curve as follows:

Φ(s, v) = 1√
3
(T1 +N1 +B1) + vT1

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + v(− cos θN + sin θB).

(3.5)
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Theorem 3.1. Let the successor curve of the curve α be β. The Gaussian and mean curva-

ture of the Φ(s, v) ruled surface are as follows:

KΦ =
−3 cos2 θ sin2 θ

(
((1 + v

√
3) cos θ − sin θ)2 + sin2 θ

)(
sin2 θ +

(
(1 + v

√
3) cos θ − sin θ

)2) 1
2

,

HΦ =

√
3κ sin θ

(
2 cos2 θ −

((
(1 + v

√
3) cos θ − sin θ

)2
+ 1

))
−
√
3τ(1 + v

√
3)

2κ
(
sin2 θ + ((1 + v

√
3)2 cos θ − sin θ)2

) 3
2

.

Proof. Partial derivatives of equation (3.5) are,

Φs =
κ√
3

((
(1 + v

√
3) cos θ − sin θ

)
T +N

)
, Φv = − cos θN + sin θB, Φsv = κ cos θT,

Φss =

(
κ′
(
(1 + v

√
3) cos θ − sin θ

)
− κ2 − κτ

(
(1 + v

√
3) sin θ + cos θ

))
T

+
(
κ′ + κ2

(
sin θ − (1− v

√
3) cos θ

))
N + κτB

√
3

, Φvv = 0.

Thus, from equation (2.1) the normal of the surface NΦ is given as

NΦ =
sin θT − sin θ

(
(1 + v

√
3) cos θ − sin θ

)
N − cos θ

(
(1 + v

√
3) cos θ − sin θ

)
B(

sin2 θ +
(
(1 + v

√
3) cos θ − sin θ

)2) 1
2

.

Moreover, in equations (2.3) and (2.4) the coefficients of fundamental forms are

EΦ =
κ2

3

(
((1 + v

√
3) cos θ − sin θ)2 + 1

)
, FΦ = −κ cos θ√

3
, GΦ = 1,

eΦ = −
κ2 sin θ

(
sin θ − (1 + v

√
3) cos θ + 1

)
+ κτ(1 + v

√
3)

√
3
(
sin2 θ +

(
(1 + v

√
3) cos θ − sin θ

)2) 1
2

,

fΦ =
κ cos θ sin θ(

sin2 θ +
(
(1 + v

√
3) cos θ − sin θ

)2) 1
2

, gΦ = 0

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Corollary 3.1. Let the successor curve of the α curve be β. If α curve is planar and

θ = π + kπ (k ∈ N), the ruled surface Φ(s, v) is the minimal developable surface.

Definition 3.2. Let the successor curve of the α curve be β. The ruled surface formed

by principal normal normal vector N1 along the T1N1B1 Smarandache curve obtained from

the T1 targent vector, N1 principal normal vector and B1 binormal vector of the β curve as
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follows:

Q(s, v) = 1√
3
(T1 +N1 +B1) + vN1

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + vT.

(3.6)

Theorem 3.2. Let the successor curve of the α curve be β. The Gaussian and mean curva-

ture of the Q(s, v) ruled surface are as follows:

KQ = 0, HQ =

√
3τ

2κ(1 + v
√
3)
.

Proof. Partial derivatives of equation (3.6) are,

Qs =
κ√
3

(
(cos θ − sin θ)T + (1 + v

√
3)N

)
, Qv = T, Qsv = κN Qvv = 0,

Qss =

(
κ′(cos θ − sin θ)− κτ(cos θ + sin θ)− κ2(1 + v

√
3)
)
T +

(
κ2(cos θ − sin θ) + κ′(1 + v

√
3)
)
N + κτ(1 + v

√
3)B

√
3

.

Thus, from equation (2.1) the normal of the surface NQ is given as NQ = −B. Moreover, in

equaitons (2.3) and (2.4) the coefficients of fundamental forms are

EQ =
κ2

3

(
(cos θ − sin θ)2 + (1 + v

√
3)2

)
, FQ =

κ√
3
(cos θ − sin θ), GQ = 1,

eQ = − κτ√
3
(1 + v

√
3), fQ = gQ = 0.

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Corollary 3.2. Let the successor curve of the α curve be β. If α curve is planar, the ruled

surface Q(s, v) is the minimal developable surface.

Definition 3.3. Let the successor curve of the α curve be β. The ruled surface formed by

binormal vector B1 the vector along the T1N1B1 Smarandache curve obtained from the T1

targent vector, N1 principal normal vector and B1 binormal vector of the β curve as follows:

M(s, v) = 1√
3
(T1 +N1 +B1) + vB1

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + v(sin θN + cos θB).

(3.7)

Theorem 3.3. Let the successor curve of the α curve be β. The Gaussian and mean curva-

ture of the M(s, v) ruled surface are as follows:

KM =
−3 sin2 θ cos2 θ(

cos2 θ +
(
cos θ − (1 + v

√
3) sin θ

)2)2 ,

HM =
−
√
3κ cos θ

(
2 sin2+(cos θ − (1 + v

√
3) sin θ)2 + 1

)
−
√
3τ(1 + v

√
3)

2κ
(
cos2 θ +

(
cos θ − (1 + v

√
3) sin θ

)) 3
2

.
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Proof. Partial derivatives of equation (3.7) are,

Ms =
κ√
3

(
(cos θ − (1 + v

√
3) sin θ)T +N

)
, Mv = sin θN + cos θB,

Msv = −κ sin θT, Mvv = 0,

Mss =

(
κ′(cos θ − (1 + v

√
3) sin θ)− κτ(sin θ + (1− v

√
3) cos θ)− κ2

)
T

+
(
κ′ + κ2(cos θ − (1 + v

√
3) sin θ)

)
N + κτB

√
3

.

Thus, from equation (2.1) the normal of the surface NM is given as

NM =
cos θT − cos θ

(
cos θ − (1 + v

√
3) sin θ

)
N + sin θ

(
cos θ − (1 + v

√
3) sin θ

)
B(

cos2 θ +
(
cos θ − (1 + v

√
3) sin θ

)2) 1
2

.

Moreover, equations (2.3) and (2.4) the coefficients of fundamental forms are

EM =
κ2

3

(
(cos θ − (1 + v

√
3) sin θ)2 + 1

)
, FM =

κ sin θ√
3
, GM = 1,

eM =
−κτ(1 + v

√
3)− κ2 cos θ

(
(cos θ − (1 + v

√
3) sin θ)2 + 1

)
√
3
(
cos2 θ +

(
cos θ − (1 + v

√
3) sin θ

)2) 1
2

,

fM =
−κ sin θ cos θ(

cos2 θ +
(
cos θ − (1 + v

√
3) sin θ

)2) 1
2

, gM = 0.

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Corollary 3.3. If the θ = π+kπ (k ∈ N), the ruled surface M(s, v) is a developable surface.

Definition 3.4. Let the successor curve of the α curve be β. The ruled surface formed by

T1N1 the vector along the T1N1B1 Smarandache curve obtained from the T1 targent vector,

N1 principal normal vector and B1 binormal vector of the β curve as follows:

µ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +N1)

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + v√

2
(T − cos θN + sin θB).

(3.8)

Theorem 3.4. Let the successor curve of the α curve be β. The Gaussian and mean curva-

ture of the µ(s, v) ruled surface are as follows:

Kµ =
−6 sin4 θ(

(
√
2 + v

√
3)2 sin2 θ +

(
−

√
2 sin2 θ + (

√
2 + v

√
3) cos θ sin θ

)2(√
2 cos θ sin θ − (

√
2 + v

√
3)(cos2 θ + 1)

)2)
.((

(
√
2 + v

√
3) cos θ −

√
2 sin θ

)2
+ (

√
2 + v

√
3)2 − sin2 θ

)
,
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Hµ =
2
√
6κ sin3 θ −

√
6κ sin θ

((
(
√
2 + v

√
3) cos θ −

√
2 sin θ

)2)− 2
√
6τ(

√
2 + v

√
3)2(

(
√
2 + v

√
3)2 sin2 θ +

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 sin2 θ

)2
+

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 cos2 θ

)2) 1
2
.

2κ
((

(
√
2 + v

√
3) cos θ −

√
2 sin θ

)2
+ (

√
2 + v

√
3)2 − sin2 θ

)
.

Proof. Partial derivatives of equation (3.8) are,

µs =
κ√
6

(
((
√
2 + v

√
3) cos θ −

√
2 sin θ)T + (

√
2 + v

√
3)N

)
, µsv =

κ√
2
(cos θT +N),

µv =
1√
2
(T − cos θN + sin θB), µvv = 0,

µss =

(
(
√
2 + v

√
3)
(
κ′ cos θ − κτ sin θ − κ2

)
−
√
2
(
κ′ sin θ + κτ cos θ

))
T

+
(
κ2

(
(
√
2 + v

√
3) cos θ −

√
2 sin θ

)
+ (

√
2 + v

√
3)κ′

)
N + (

√
2 + v

√
3)κτB

√
6

.

Thus, from equation (2.1) the normal of the surface Nµ is given as

Nµ =
(
√
2 + v

√
3) sin θT −

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 sin2 θ

)
N −

(
(
√
2 + v

√
3)(cos2 θ + 1)−

√
2 cos θ sin θ

)
B(

(
√
2 + v

√
3)2 sin2 θ +

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 sin2 θ

)2
+

(
(
√
2 + v

√
3)(cos2 θ + 1)−

√
2 cos θ sin θ

)2) 1
2

.

Moreover, in equations (2.3) and (2.4) the coefficients of fundamental forms are

Eµ =
κ2

6

(
((
√
2 + v

√
3) cos θ −

√
2 sin θ)2 + (

√
2 + v

√
3)2

)
, Fµ = −κ sin θ√

6
, Gµ = 1, gµ = 0,

eµ = −
2κτ(

√
2 + v

√
3)2 + κ2 sin θ

((
(
√
2 + v

√
3) cos θ −

√
2 sin θ

)2
+ (

√
2 + v

√
3)2

)
√
6
(
(
√
2 + v

√
3)2 sin2 θ +

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 sin2 θ

)2
+

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 cos2 θ

)2) 1
2

,

fµ =
κ sin2 θ(

(
√
2 + v

√
3)2 sin2 θ +

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 sin2 θ

)2
+

(
(
√
2 + v

√
3) cos θ sin θ −

√
2 cos2 θ

)2) 1
2
.

.

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Corollary 3.4. If the θ = kπ (k ∈ N), the ruled surface µ(s, v) is a developable surface.

Definition 3.5. Let the successor curve of the α curve be β. The ruled surface formed by

T1B1 the vector along the T1N1B1 Smarandache curve obtained from the T1 targent vector,

N1 principal normal vector and B1 binormal vector of the β curve as follows:

ψ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +B1)

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + v√

2

(
(sin θ − cos θ)N + (sin θ + cos θ)B

)
.

(3.9)
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Theorem 3.5. Let the successor curve of the α curve be β. The Gaussian and mean curva-

ture of the ψ(s, v) ruled surface are as follows:

Kψ =
−6(cos2 θ − sin2 θ)2(

2(sin θ + cos θ)2 + (
√
2 + v

√
3)2

(
(sin2 θ − cos2 θ)2 + (sin 2θ − 1)2

))
.

(1− sin 2θ)
(
(
√
2 + v

√
3)2 − 1) + 2

)
,

Hψ =

3κ(sin θ + cos θ)
(
(
√
2 + v

√
3)2(sin 2θ − 1) + 2(sin θ − cos θ)2 − 2

)
−3τ(

√
2 + v

√
3)

√
6
(
2(sin θ + cos θ)2 + (

√
2 + v

√
3)2

(
(sin2 θ − cos2 θ)2 + (sin 2θ − 1)2

)
.
) 1

2

(1− sin 2θ)
(
(
√
2 + v

√
3)2 − 1) + 2

)
.

Proof. Partial derivatives of equation (3.8) are,

ψs =
κ√
6

(
(
√
2 + v

√
3)(cos θ − sin θ)T +

√
2N

)
, ψsv =

κ√
2
(cos θ − sin θ)T,

ψv =
1√
2
(sin θ − cos θ)N + (sin θ + cos θ)B, ψvv = 0,

ψss =

((
(
√
2 + v

√
3)(κ′(cos θ − sin θ)− κτ(sin θ + cos θ)

)
−
√
2κ2

)
T

+
(√

2κ′ + κ2(
√
2 + v

√
3)(cos θ − sin θ)

)
N +

√
2κτB

√
6

.

Thus, from equation (2.1) the normal of the surface Nψ is given as

Nψ =

√
2(sin θ + cos θ)T + (

√
2 + v

√
3)(sin2 θ − cos2 θ)N + (

√
2 + v

√
3)(sin 2θ − 1)B(

2(sin θ + cos θ)2 + (
√
2 + v

√
3)2

(
(sin2 θ − cos2 θ)2 + (sin 2θ − 1)2

)) 1
2

.

Moreover, in equations (2.3) and (2.4) the coefficients of fundamental forms are

Eψ =
κ2

6

(
(
√
2 + v

√
3)2(1− sin 2θ) + 2

)
, Fψ =

κ√
6
(sin θ − cos θ), Gψ = 1,

eψ = −
κτ(4− 2v

√
6) + κ2(sin θ + cos θ)

(
2 + (

√
2 + v

√
3)2(1− sin 2θ)

)
√
6
(
2(sin θ + cos θ)2 + (

√
2 + v

√
3)2

(
(sin2 θ − cos2 θ)2 + (sin 2θ − 1)2

)) 1
2

,

fψ = − −κ(cos2 θ − sin2 θ)(
2(sin θ + cos θ)2 + (

√
2 + v

√
3)2

(
(sin2 θ − cos2 θ)2 + (sin 2θ − 1)2

)) 1
2

, gψ = 0

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Corollary 3.5. If the θ = π
4 +

kπ
2 (k ∈ Z), the ruled surface ψ(s, v) is a developable surface.
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Definition 3.6. Let the successor curve of the α curve be β. The ruled surface formed by

N1B1 the vector along the T1N1B1 Smarandache curve obtained from the T1 targent vector,

N1 principal normal vector and B1 binormal vector of the β curve as follows:

η(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(N1 +B1)

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + v√

2
(T + sin θN + cos θB).

(3.10)

Theorem 3.6. Let the successor curve of the α curve be β. The Gaussian and mean curva-

ture of the η(s, v) ruled surface are as follows:

Kη =
−6 cos4 θ(

(
√
2 + v

√
3) cos θ

)2 − (√
2 cos2 θ − (

√
2 + v

√
3) sin θ cos θ

)2
+
(√

2 cos θ sin θ − (
√
2 + v

√
3)(sin2 θ + 1)

)2


1
2

.

((√
2 cos θ − (

√
2 + v

√
3) sin θ

)2
+ (

√
2 + v

√
3)2 − cos2 θ

)
,

Hη = −
6τ(

√
2 + v

√
3)2 + 3κ cos θ

(
(
√
2 + v

√
3)2 +

(√
2 cos θ − (

√
2 + v

√
3) sin θ

)2 − 2 cos2 θ
)

√
6κ

(
(
√
2 + v

√
3) cos θ

)2 − (√
2 cos2 θ − (

√
2 + v

√
3) sin θ cos θ

)2
+
(√

2 cos θ sin θ − (
√
2 + v

√
3)(sin2 θ + 1)

)2


1
2

.

((√
2 cos θ − (

√
2 + v

√
3) sin θ

)2
+ (

√
2 + v

√
3)2 − cos2 θ

)
Proof. Partial derivatives of equation (3.10) are,

ηs =
κ√
6

((√
2 cos θ − (

√
2 + v

√
3) sin θ

)
T + (

√
2 + v

√
3)N

)
, ηsv = − κ√

2
(sin θT −N),

ηv =
1√
2
(T + sin θN + cos θB), ηvv = 0,

ηss =

(
κ′
(√

2 cos θ − (
√
2 + v

√
3) sin θ

)
− κτ

(
(
√
2 + v

√
3) cos θ +

√
2 sin θ

)
− κ2(

√
2 + v

√
3)
)
T

+
(
κ′(

√
2 + v

√
3) + κ2

(√
2 cos θ − (

√
2 + v

√
3) sin θ

))
N + κτ(

√
2 + v

√
3)B

√
6

.

Thus, from equation (2.1) the normal of the surface Nη is given as

Nη =

(
(
√
2 + v

√
3) cos θ

)
T −

(√
2 cos2 θ − (

√
2 + v

√
3) sin θ cos θ

)
N

+
(√

2 cos θ sin θ − (
√
2 + v

√
3)(sin2 θ + 1)

)
B(

(
√
2 + v

√
3) cos θ

)2
+
(√

2 cos2 θ − (
√
2 + v

√
3) sin θ cos θ

)2
+
(√

2 cos θ sin θ − (
√
2 + v

√
3)(sin2 θ + 1)

)2


1
2

.
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Moreover, in equations (2.3) and (2.4) the coefficients of fundamental forms are

Eη =
κ2

6

((√
2 cos θ − (

√
2 + v

√
3) sin θ

)2
+ (

√
2 + v

√
3)2

)
, Fη =

κ cos θ√
6

, Gη = 1,

eη =
−2κτ(

√
2 + v

√
3)2 − κ2 cos θ

(
(
√
2 + v

√
3)2 +

(√
2 cos θ − (

√
2 + v

√
3) sin θ

)2)
√
6

(
(
√
2 + v

√
3) cos θ

)2
+
(√

2 cos2 θ − (
√
2 + v

√
3) sin θ cos θ

)2
+
(√

2 cos θ sin θ − (
√
2 + v

√
3)(sin2 θ + 1)

)2


1
2

,

fη =
−κ cos2 θ(

(
√
2 + v

√
3) cos θ

)2
+
(√

2 cos2 θ − (
√
2 + v

√
3) sin θ cos θ

)2
+
(√

2 cos θ sin θ − (
√
2 + v

√
3)(sin2 θ + 1)

)2


1
2

, gη = 0

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Corollary 3.6. If the θ = π
2 +kπ (k ∈ N), the ruled surface η(s, v) is a minimal developable

surface.

Definition 3.7. Let β be the Successor curve of α. The ruled surface formed by T1N1B1

the vector along the T1N1B1 Smarandache curve obtained from the T1 targent vector, N1

principal normal vector and B1 binormal vector of the β curve as follows:

Γ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
3
(T1 +N1 +B1)

= 1√
3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B) + v√

3
(T + (sin θ − cos θ)N + (sin θ + cos θ)B)

(3.11)

Theorem 3.7. Let β be the Successor curve of α. The Gaussian and mean curvature of the

Γ(s, v) ruled surface are as follows:

KΓ = 0, HΓ = −
√
3τ +

√
3κ

(
(sin θ + cos θ)(sin θ − cos θ) cos 2θ

2κ(1 + v)(2− sin 2θ)
√
2 + sin 2θ

.

Proof. Partial derivatives of equation (3.11) are,

Γs =
κ(1 + v)√

3

(
(cos θ − sin θ)T +N

)
, Γsv =

κ√
3

(
(cos θ − sin θ)T +N

)
,

Γv =
1√
3

(
T + (sin θ − cos θ)N + (sin θ + cos θ)B

)
, Γvv = 0,

Γss =
(1 + v)

(
κ′(cos θ − sin θ)− κτ(sin θ + cos θ)− κ2

)
T +

(
κ′ + κ2(sin θ − cos θ)

)
N + κτB

√
3

.

Thus, from equation (2.1) the normal of the surface NΓ is given as

NΓ =
(sin θ + cos θ)T − cos 2θN + sin 2θB√

2 + sin 2θ
.
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Moreover, in equations (2.3) and (2.4) the coefficients of fundamental forms are

EΓ =
κ2(1 + v)2(2− sin 2θ)

3
, FΓ = 0, GΓ = 1,

eΓ = −
κτ(1 + v) + κ2(1 + v)

(
(sin θ + cos θ)(cos θ − sin θ) cos 2θ

)√
6 +

√
3 sin 2θ

, fΓ = 0, gΓ = 0

respectively. Thus, by using equation (2.2) the Gaussian and mean curvatures are found. □

Example 3.1. Let β Salkowski curve [15] be the Successor curve of α. The equation of this

curve for m = 1
3 is as follows:

β(s) =
3√
10

 −
√
10−1

4
√
10+8

(
sin(

√
10+2√
10

)s
)
−

√
10−1

4
√
10−8

(
sin(

√
10−2√
10

)s
)
− 1

2 sin s,

−
√
10−1

4
√
10+8

(
cos(

√
10+2√
10

)s
)
+

√
10−1

4
√
10−8

(
cos(

√
10−2√
10

)s
)
+ 1

2 cos s,
3
4 cos(

2s√
10
)


The Successor frames of β curve {T1, N1, B1} are as follows:

T1(s) =

(
− cos s cos s√

10
− 1√

10
sin s sin s√

10
, − sin s cos s√

10
+ 1√

10
cos s sin s√

10
, 3√

10
sin s√

10

)
,

N1(s) =

(
3√
10

sin s, − 3√
10

cos s, − 1√
10

)
,

B1(s) =

(
− cos s sin s√

10
− 1√

10
sin s cos s√

10
, − sin s cos s√

10
+ 1√

10
cos s cos s√

10
, 3√

10
cos s√

10

)
The graphs of the ruled surfaces obtained from these frames for s ∈ [−π, π] and v ∈ [−1, 1]

are shown figures 1- 7;

Figure 1. The ruled surface Φ(s, v) = 1√
3
(T1 +N1 +B1) + vT1
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Figure 2. The ruled surface Q(s, v) = 1√
3
(T1 +N1 +B1) + vN1

Figure 3. The ruled surface M(s, v) = 1√
3
(T1 +N1 +B1) + vB1
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Figure 4. The ruled surface µ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +N1)

Figure 5. The ruled surface ψ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +B1)
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Figure 6. The ruled surface η(s, v) 1√
3
(T1 +N1 +B1) +

v√
2
(N1 +B1)

Figure 7. The ruled

surface Γ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
3
(T1 +N1 +B1)
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Example 3.2. Let the Salkowski curve in Example 3.1 be the main curve. From [15] and

Theorem 2.1 the Successor frames are as follows:

T1(s) =


− cos

( ∫
tan s√

10
ds

)(
3√
10

sin s
)
+ sin

( ∫
tan s√

10
ds

)(
− cos s sin s√

10
− 1√

10
sin s cos s√

10

)
,

cos
( ∫

tan s√
10
ds

)(
3√
10

cos s
)
− sin

( ∫
tan s√

10
ds

)(
− sin s sin s√

10
+ 1√

10
cos s cos s√

10

)
,

cos
( ∫

tan s√
10
ds

)
1√
10

+ sin
( ∫

tan s√
10
ds

)(
3√
10

cos s√
10

)

 ,

N1(s) =

(
− cos s cos s√

10
− 1√

10
sin s sin s√

10
,− sin s cos s√

10
+ 1√

10
sin s sin s√

10
, 3√

10
sin s√

10

)
,

B1(s) =


sin

( ∫
tan s√

10
ds

)(
3√
10

sin s
)
− cos

( ∫
tan s√

10
ds

)(
cos s sin s√

10
+ 1√

10
sin s cos s√

10

)
,

− sin
( ∫

tan s√
10
ds

)(
3√
10

cos s
)
− cos

( ∫
tan s√

10
ds

)(
sin s sin s√

10
− 1√

10
cos s cos s√

10

)
,

− sin
( ∫

tan s√
10
ds

)
1√
10

+ cos
( ∫

tan s√
10
ds

)(
3√
10

cos s√
10

)

 .

The graphs of the ruled surfaces obtained from these frames for s ∈ [−π, π] and v ∈ [−1, 1]

are shown figures 8-14;

Figure 8. The ruled surface Φ(s, v) = 1√
3
(T1 +N1 +B1) + vT1
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Figure 9. The ruled surface Q(s, v) = 1√
3
(T1 +N1 +B1) + vN1

Figure 10. The ruled surface M(s, v) = 1√
3
(T1 +N1 +B1) + vB1
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Figure 11. The ruled surface µ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +N1)

Figure 12. The ruled surface ψ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +B1)
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Figure 13. The ruled surface η(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(N1 +B1)

Figure 14. The ruled

surface Γ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
3
(T1 +N1 +B1)
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Example 3.3. Let β∗ anti Salkowski curve [15] be the Successor curve of α. The equation

of this curve for m = 1
3 is as follows:

β∗(s) =

√
10

40

 − 5
2
√
10

(
3√
10

cos( 15 + cos( 2√
10
)s)

)
+ 6

5 sin s sin
2√
10
s,

− 5
2
√
10

(
3√
10

sin( 15 + cos( 2√
10
)s)

)
+ 6

5 cos s sin
2√
10
s, − 9

√
10

40

(
2√
10
s+ sin( 2√

10
)s
)
.

The Successor frames of β∗ curve {T ∗
1 , N

∗
1 , B

∗
1} are as follows:

T ∗
1 (s) =

(
− cos s sin s√

10
+ 1√

10
sin s cos s√

10
, − sin s sin s√

10
− 1√

10
cos s cos s√

10
, − 3√

10
cos s√

10

)
,

N∗
1 (s) =

(
3√
10

sin s, − 3√
10

cos s, 1√
10

)
,

B∗
1 (s) =

(
− cos s cos s√

10
− 1√

10
sin s sin s√

10
, − sin s cos s√

10
+ 1√

10
cos s sin s√

10
, 3√

10
sin s√

10

)
.

The graphs of the ruled surfaces obtained from these frames for s ∈ [−π, π] and v ∈ [−1, 1]

are shown figure {15-21};

Figure 15. The ruled surface Φ(s, v) = 1√
3
(T1 +N1 +B1) + vT1
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Figure 16. The ruled surface Q(s, v) = 1√
3
(T1 +N1 +B1) + vN1

Figure 17. The ruled surface M(s, v) = 1√
3
(T1 +N1 +B1) + vB1
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Figure 18. The ruled surface µ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +N1)

Figure 19. The ruled surface ψ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +B1)
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Figure 20. The ruled surface η(s, v) 1√
3
(T1 +N1 +B1) +

v√
2
(N1 +B1)

Figure 21. The ruled

surface Γ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
3
(T1 +N1 +B1)
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Example 3.4. Let the Salkowski curve in Example 3.3 be the main curve. From [15] and

Theorem 2.1 the Successor frames are as follows:

T ∗
1 (s) =


− cos(s+ c)

(
3√
10

sin s
)
+ sin(s+ c)

(
− cos s cos s√

10
− 1√

10
sin s sin s√

10

)
,

cos(s+ c)( 3√
10

cos s) + sin(s+ c)
(
− sin s cos s√

10
+ 1√

10
cos s sin s√

10

)
,

− cos(s+ c) 1√
10

+ sin(s+ c)
(

3√
10

sin s√
10

)
 ,

N∗
1 (s) =

 − cos s sin s√
10

+ 1√
10

sin s cos s√
10
,− sin s sin s√

10
− 1√

10
cos s cos 3√

10
,

− 3√
10

cos s√
10

 ,

B∗
1(s) =


sin(s+ c)

(
3√
10

sin s
)
+ cos(s+ c)

(
− cos s cos s√

10
− 1√

10
sin s sin s√

10

)
,

sin(s+ c)( 3√
10

cos s) + cos(s+ c)
(
− cos s cos s√

10
− 1√

10
sin s sin s√

10

)
,

sin(s+ c) 1√
10

+ cos(s+ c)
(

3√
10

sin s√
10

)
 .

The graphs of the ruled surfaces obtained from these frames for s ∈ [−π, π] and v ∈ [−1, 1]

are shown figures {22-28};

Figure 22. The ruled surface Φ(s, v) = 1√
3
(T1 +N1 +B1) + vT1
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Figure 23. The ruled surface Q(s, v) = 1√
3
(T1 +N1 +B1) + vN1

Figure 24. The ruled surface M(s, v) = 1√
3
(T1 +N1 +B1) + vB1
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Figure 25. The ruled surface µ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +N1)

Figure 26. The ruled surface ψ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
2
(T1 +B1)
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Figure 27. The ruled surface η(s, v) 1√
3
(T1 +N1 +B1) +

v√
2
(N1 +B1)

Figure 28. The ruled

surface Γ(s, v) = 1√
3
(T1 +N1 +B1) +

v√
3
(T1 +N1 +B1)
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4. Conclusion

This study defined ruled surfaces which one their base curve are T1N1B1-Smarandache

curve. There base curves targent vector, normal vector and binormal vector is successor

curves Frenet aparatus. The Gaussian and mean curvatures of the surfaces were obatined

using the coefficients of the first and the second fundamental forms. The conditions for the

surfaces to be developable and minimal were given. These surfaces were drawn. This paper

can be studied in Euclidean, Lorentz and dual space. New ruled surfaces can be defined and

similar work can be done, by changing the base curve. Also, the singularity of surfaces can

be examined.
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1. Introduction

Projective invariants and projective-permutation invariants have an important role in com-

puter vision for recognition of shapes (see books [6, 13, 14, 17, 18] and papers [2, 4, 5, 7, 8, 10,

11, 16] ). The projectively invariant descriptors of objects in the object recognition problems

can be computed from relations between points, lines and conics that are coplanar on object

surfaces in 3D. (see [4]). By [1, Corollary 6.1.4] and [6, Lemma 5.8.2], the cross-ratio is a

complete system of projective invariants of a regular point shape of size 4. The volume cross

ratios of points and theirs invariants in the projective space are introduced in [23, Section

27].

An extension of the cross-ratio (an harmonic ratio) to n-space is given in the paper [2]. In

the paper Burns, Weiss and Riseman [3], it is proved that there is no a non-trivial function

that is view-invariant for all possible (non-degenerate) 3D point sets of size n for any n. The
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non-existence of such a general-case view invariant is shown for the true perspective, weak

perspective and orthographic models. Moreover, complete classifications of joint invariants

of points for the groups in the Euclidean,affine and projective spaces are given in [15].

Let n,m be natural numbers such that n < m. In the present paper, we give a definition

of a regular nD point set of size m and obtain a complete system of projective invariants

for the system of all regular nD point sets of size m. We investigate fundamental relations

between elements of the complete system of projective invariants. Similar results have ob-

tained for the complete system of invariants under simultaneous projective and permutation

transformations (p2-invariants, for short) of a 2D and 3D point set of size m. The problem

on complete systems of p2-invariants of a nD point set of size m in computer vision is con-

sidered in papers ([5, 7, 12, 21, 22]). This problem investigated also in projective geometry,

algebraic geometry (theory of hyperelliptic curves) and the invariant theory of binary forms

(see [25]).

Our paper is organized as follows. In section 2, we give the definition of a regular nD

point of size m and obtain the complete system of projectively invariants for the system of

all regular nD points of size m (Theorem 1). We describe the system of fundamental relations

between elements of the complete system of projectively invariants (Theorem 2). We prove

that the complete system is a minimal complete system of projectively invariants. In section

3, we obtain the complete system of p2-invariants for the system of all regular nD points of

size m (Theorem 3).

2. Projectively invariants of a point shape and their complete and the

minimal complete systems

Let R be the field of real numbers, n and m are natural numbers, n ≥ 2,m > n+ 1. The

general linear group GL(n,R) is the set n × n invertible matrices with elements in R. The

special linear group SL(n,R) is the set n × n matrices with determinant 1. R∗ be a group

with respect to the multiplication in R. Let (R∗)
m be the m time direct product of the group

R∗. We denote the direct product of groups (R∗)
m and GL(n,R) by P (m,n). Let (Rn)m be

the m time direct sum of the n-dimensional real linear space Rn. We define an action Ψ of the

group P (m,n) on the space (Rn)m by the following: for q = ((r1, r2, . . . , rm), g) ∈ P (m,n),

ri ∈ R, g ∈ GL(n,R), and X = (x1, x2, . . . , xm) ∈ (Rn)m, we put

Ψ(q,X) = ((r1, r2, . . . , rm), g), X) = (r1gx1, r2gx2, . . . , rmgxm).
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The following definitions 1-5 and proposition 2 are known in the literature. (See some

papers ([9, 19], [20, p.11] ). Proposition 1 is given in [18].

Definition 2.1. Let Γ,Ω ∈ (Rn)m. If there exists q ∈ P (m,n) such that Ω = Ψ(q,Γ),

then the elements Γ and Ω are called P (m,n)-equivalent, a relationship which is written

symbolically in this paper as Γ
P (m,n)∼ Ω.

Definition 2.2. A real rational function f(x1, x2, . . . , xk) of elements X = (x1, x2, . . . , xm) ∈

(Rn)m is called projectively invariant if

f(Ψ(q,X)) = f(X).

for all q ∈ P (m,n).

Definition 2.3. A set M ⊆ (Rn)m is P (m,n)-invariant if Ψ(q,X) ∈ M for all X ∈ M and

for all q ∈ P (m,n).

Definition 2.4. Let M be a P (m,n)-invariant subset of (Rn)m. Let fi : M → R for

i = 1, 2, . . . , k be the projectively invariant rational functions.

A system {f1, f2, . . . , fk} of is called a complete system of P (m,n)-invariants on the set

M if fi(Γ) = fi(Ω) for all i ∈ {1, 2, . . . , k} and for Γ,Ω ∈ M imply Γ
P (m,n)∼ Ω.

Proposition 2.1. Let M be a P (m,n)-invariant set of (Rn)m. Then every projectively

invariant rational function on M if a function of the system {f1, f2, . . . , fk}.

Definition 2.5. A complete system of projectively invariant rational functions

W = {f1, f2, . . . , fk} is called a minimal complete system of projectively invariant rational

functions if W \ {fi} is not complete for any i ∈ {1, 2, . . . , k}.

Proposition 2.2. W = {f1, f2, . . . , fk} is a minimal complete system iff fi is not function

of the subsystem {f1, f2, . . . , fi−1, fi+1, . . . , fm} for all i = 1, 2, . . . , k.

Let [x1x2 · · ·xn] be the determinant of vectors x1, x2, · · · , xn ∈ Rn. Assume that x1, x2, · · · ,

xn, xn+1, xn+2 ∈ Rn vectors such that [x1x2 · · ·xn−1xk] ̸= 0 for all i = n, n + 1, n + 2 and

[x2x3 · · ·xnxj ] ̸= 0 for j = n + 1, n + 2. Consider the following cross-invariant of vectors

x1, x2, · · · , xn, xn+1, xn+2 ∈ Rn:

[x1x2 · · ·xn−1xn+1][x2x3 · · ·xnxn+2]

[x1x2 · · ·xn−1xn+2][x2x3 · · ·xnxn+1]
.

We denote it by ⟨x1x2x3 · · ·xnxn+1xn+2⟩. It is known that it is projectively invariant.
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Definition 2.6. X = (x1, x2, . . . , xm) ∈ (Rn)m is called regular if [xp1xp2 · · ·xpn−1xpn ] ̸= 0

for all natural numbers p1, p2, . . . , pn such that 1 ≤ p1 < p2 < · · · < pn ≤ m.

If X = (x1, x2, . . . , xm) is regular, from X
P (m,n)∼ Y , we have Y = (y1, y2, . . . , ym) ∈ (Rn)m

. Hence Y = (y1, y2, . . . , ym) is also regular. Hence the set of all regular elements is a

P (m,n)-invariant subset of (Rn)m.

The cross-ratio obtained from ⟨x1x2x3 · · ·xnxn+1xn+2⟩ by transposition of elements x1 and

xj , where 1 ≤ j ≤ n− 1, will be denoted by Tj ⟨x1x2x3 · · ·xnxn+1xn+2⟩. Thus

Tj ⟨x1x2x3 · · ·xj−1xjxj+1 . . . xnxn+1xn+2⟩ = ⟨xjx2x3 · · ·xj−1x1xj+1 . . . xnxn+1xn+2⟩

for all j = 1, 2, . . . , n− 1.

If X = (x1, x2, . . . , xm) is regular, then Tj ⟨x1x2x3 . . . xnxn+1xn+2⟩ ≠ 0 and

Tj ⟨x1x2x3 . . . xnxn+1xn+2⟩ ≠ ∞ for all j = 1, 2, . . . , n− 1.

Theorem 2.1. Regular elements X = (x1, x2, . . . , xm), Y = (y1, y2, . . . , ym) ∈ (R2)m are

P (m,n)-equivalent if and only if

Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩ = Tj ⟨y1y2x3 . . . yn−1ynyn+1yk⟩ (2.1)

for all j = 1, 2, . . . n− 1 and for all k = n+ 2, . . . ,m.

Proof. Since the function ⟨x1x2x3 · · ·xnxn+1xk⟩ is projectively invariant, P (m,n)-equivalence

of X = (x1, x2, . . . , xm) and Y = (y1, y2, . . . , ym) implies (2.1). Prove the converse assertion.

Assume that (2.1) holds. We consider vectors e1, e2, . . . , en, en+1 ∈ Rn, where

e1 = (1, 0, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . en = (0, 0, . . . , 1), en+1 = (1, 1, . . . , 1).

By the fundamental theorem of projective geometry ([1, p.97]), elements g ∈ GL(n,R) and

r1, r2, . . . , rn, rn+1 ∈ R∗ exist such that rigxi = ei, i = 1, 2, . . . n, n + 1. Similarly, elements

h ∈ GL(n,R) and q1, q2, . . . , qn, qn+1 ∈ R∗ exist such that qihyi = ei, i = 1, 2, . . . , n, n + 1.

Since the function ⟨x1x2x3 . . . xn−1xnxn+1xk⟩ is projectively invariant, we have

⟨(r1gx1)(r2gx2) · · · (rngxn)(rn+1gxn+1)(gxk)⟩ = ⟨e1e2 · · · enen+1(gxk)⟩ = ⟨x1x2 · · ·xnxn+1xk⟩ =

⟨y1y2 · · · ynyn+1yk⟩ = ⟨(q1hy1)(q2hy2) · · · (qnhyn)(qn+1hyn+1)(hyk)⟩ = ⟨e1e2 · · · enen+1(hyk)⟩

for all k = n + 2, . . .m. Hence ⟨e1e2 · · · enen+1(gxk)⟩ = ⟨e1e2 · · · enen+1(hyk)⟩. Similarly, we

obtain

Tj ⟨e1e2e3 · · · en−1enen+1(gxk)⟩ = Tj ⟨e1e2e3 · · · en−1enen+1(hyk)⟩ (2.2)
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for all j = 1, 2, . . . n− 1 and for all k = n+ 2, . . . ,m.

Let gxk = (a1k, a2k, . . . ank), hyk = (b1k, b2k, . . . bnk), k = n + 2 . . . ,m. Using regularity of

(r1gx1, . . . rn+1gxn+1, gxn+2, . . . , gxm) and (q1hy1, . . . qn+1hyn+1, hyn+2, . . . , hym), we obtain

[e1e2 . . . en−1gxk] = ank ̸= 0 and [e1e2 . . . en−1gyk] = bnk ̸= 0 for all k = n + 2, . . .m. It is

easy to see that

Tj ⟨e1e2e3 · · · en−1enen+1(gxk)⟩ =
ajk
ank

(2.3)

and

Tj ⟨e1e2e3 · · · en−1enen+1(gyk)⟩ =
bjk
bnk

, (2.4)

for all j = 1, 2, . . . n− 1 and for all k = n+ 2, . . . ,m.

Equations (2.2), (2.3) and (2.4) imply
ajk
ank

=
bjk
bnk

for all j = 1, 2, . . . n − 1; k = n +

2, . . .m. Put djk =
ajk
ank

=
bjk
bnk

for all j = 1, 2, . . . n − 1; k = n + 2, . . .m. Then gxk =

ank(d1k, d2k, . . . , dn−1k, 1) and hyk = bnk(d1k, d2k, . . . , dn−1k, 1) for all k = n+ 2, . . .m.

This means that

(e1, e2, . . . en, en+1, gxn+2, . . . , gxm)
P (m,n)∼ (e1, e2, . . . en, en+1, hyn+2, . . . , hym).

Using (x1, x2, . . . xn, xn+1, xn+2, . . . , xm)
P (m,n)∼ (e1, e2, . . . en, en+1, gxn+2, . . . , gxm),

(e1, e2, . . . en, en+1, gxn+2, . . . , gxm)
P (m,n)∼ (e1, e2, . . . en, en+1, hyn+2, . . . , hym) and

(e1, e2, . . . en, en+1, hyn+2, . . . , hym)
P (m,n)∼ (y1, y2, . . . yn, yn+1, yn+2, . . . , ym), we obtain

X
P (m,n)∼ Y . □

Remark 2.1. Theorem 2.1 means that the system of projectively invariants

Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩ , (2.5)

for all j = 1, 2, . . . n − 1 and for all k = n + 2, . . .m is a complete system of projectively

invariants on the set of all regular elements of (Rn)m.

Corollary 2.1. Every projectively invariant function f(x1, x2, . . . , xm) on the set of all reg-

ular elements X = (x1, x2, . . . , xm) ∈ (Rn)m is a function of elements of the system (2.5)

Proof. It follows from ([20, Theorem 1 and 1.1]). □

Now we find all fundamental relations between elements of the complete system (2.5) If

X = (x1, x2, . . . , xm) ∈ (Rn)m is regular, then

Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩ ≠ 0 (2.6)

for all j = 1, 2, . . . n− 1 and for all k = n+ 2, . . .m.
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Theorem 2.2. Let {cjk, j = 1, 2, . . . n− 1; k = n+ 2, . . . ,m} be a system of real numbers

such that cjk ̸= 0 for all j = 1, 2, . . . n − 1; k = n + 2, . . . ,m. Then a regular element

X = (x1, x2, . . . , xm) ∈ (Rn)m exists such that

Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩ = cjk (2.7)

for all j = 1, 2, . . . n− 1 and for all k = n+ 2, . . .m

Proof. Let e1, e2, . . . , en, en+1 ∈ Rn be vectors in Theorem (2.1). Consider the element X =

(x1, x2, . . . , xn, xn+1, . . . xm) ∈ (Rn)m, where

x1 = e1 = (1, 0, 0, . . . , 0), x2 = e2 = (0, 1, 0, . . . 0), . . . , xn = en = (0, 0, 0, . . . 1), xn+1 =

en+1 = (1, 1, 1, . . . , 1), xk = (c1k, c2k, . . . , cn−1k, 1) for all k = n + 2, . . .m. It is easy to see

that (2.7) hold for X. Since cjk ̸= 0 for all j = 1, 2, . . . n− 1; k = n+ 2, . . . ,m, (2.7) implies

that X is regular. □

Corollary 2.2. The system (2.5) is a system of functionally independent projectively invari-

ants on the set of of all regular elements X = (x1, x2, . . . , xm) ∈ (Rn)m.

Proof. It follows from Theorem 2.2 □

Corollary 2.3. The system (2.5) is a minimal complete system of projectively invariants on

the set of of all regular elements X = (x1, x2, . . . , xm) ∈ (Rn)m.

Proof. It follows from Proposition 2.1 and Corollary 2.2. □

3. Projective-Permutation invariants of a point shape

Let S(n,m) be the group of all permutations of the numbers n + 2, n + 3, . . . ,m and

P (m,n)×S(n,m) is a direct product of groups P (m,n) and S(n,m). We define an action β

of the group P (m,n)×S(n,m) on the space (Rn)m as follows: for q = ((r1, r2, . . . , rm), g, h) ∈

P (m,n)× S(n,m), X = (x1, x2, . . . , xm) ∈ (Rn)m, h ∈ S(n,m),

h =

 1 2 . . . n+ 1 n+ 2 . . . m

1 2 . . . n+ 1 h(n+ 2) . . . h(m)

 , (3.8)

we put β(q,X) = ((r1, . . . , rm), g, h), X) = (r1gxh(1), r2gxh(2), . . . , rmgxh(m)), where h(j) = j

for j = 1, 2, . . . , n+ 1.

Definition 3.1. Elements A,B ∈ (Rn)m is called P (m,n)×S(n,m)-equivalent if there exists

q ∈ P (m,n)× S(n,m) such that B = β(q, A). In this case, we write A
P (m,n)×S(n,m)∼ B.
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Definition 3.2. A rational function f(x1, . . . , xm) of X = (x1, . . . , xm) ∈ (Rn)m is called

P (m,n)× S(n,m)-invariant if f(α(q,X)) = f(X) for all q ∈ P (m,n)× S(n,m).

For j = 1, 2, . . . n−1; k = n+2, . . .m, we put Tjk(X) = Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩. We

denote the algebra of polynomials of all Tjk(X) by A(n,m). Let {zj : j = 1, 2, . . . n− 1} be

independent variables. We consider the following function

m−n−1∏
k=1

(
1 +

n−1∑
i=1

Tk(X)zi

)
and define the polynomials Ur1r2...rn−1(X) ∈ A(n,m) by the following equality

m−n−1∏
k=1

(
1 +

n−1∑
i=1

Tk(X)zi

)
= 1 +

∑
1≤

∑n−1
i=1 ri≤m−n−1

Ur1r2...rn−1(X)zr11 zr22 · · · zrn−1

n−1 . (3.9)

It is obvious that every function Ur1r2...rn−1(X) is P (m,n)× S(n,m)-invariant.

Theorem 3.1. Regular elements X = (x1, x2, . . . , xm), Y = (y1, y2, . . . , ym) ∈ (Rn)m are

P (m,n)× S(n,m)-equivalent if and only if

Ur1r2...rn−1(X) = Ur1r2...rn−1(Y ) (3.10)

for 1 ≤
∑n−1

i=1 ri ≤ m− n− 1.

Proof. Since Ur1r2...rn−1(X) is P (m,n)×S(n,m)-invariant, P (m,n)×S(n,m)-equivalence of

X = (x1, x2, . . . , xm) and Y = (y1, y2, . . . , ym) implies (3.10). Prove the converse assertion.

Assume that (3.10) holds. Then (3.9) and (3.10) imply the equation

m−n−1∏
k=1

(1 +
n−1∑
i=1

Tk(X)zi) =
m−n−1∏
k=1

(1 +
n−1∑
i=1

Tk(Y )zi). (3.11)

By the theorem on the unique factorization in the algebra A(n,m) (see [24, p.91-94]), a

permutation (3.8) exists such that

n−1∑
i=1

Tk(X)zi =
n−1∑
i=1

Tk(Y )zi

for all k = n+ 2, . . . ,m.

This equality implies Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩ = Tj

〈
y1y2y3 . . . yn−1ynyn+1yh(k)

〉
,

j = 1, 2, . . . n− 1; k = n+ 2, . . . ,m.

By Theorem 1, these equalities imply P (m,n)-equivalence of elementsX = (x1, x2, . . . , xm)and

hY = (yh(1), yh(2), . . . , yh(m)), where h(j) = j for j = 1, 2, . . . . . . , n + 1. This means

P (m,n)×S(n,m)-equivalence of elements X = (x1, x2, . . . , xm) and Y = (y1, y2, . . . , ym). □
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Let S(m) be the group of all permutations of the numbers 1, 2, . . . ,m and P (m,n)×S(m) is

a direct product of groups P (m,n) and S(m). We define an action β of the group P (m,n)×

S(m) on the space (Rn)m as follows: for q = ((r1, r2, . . . , rm), g, h) ∈ P (m,n) × S(m),

X = (x1, x2, . . . , xm) ∈ (Rn)m, where

h =

 1 2 . . . m

h(1) h(2) . . . h(m)

 , (3.12)

we put

β(q,X) = ((r1, r2, . . . , rm), g, h), X) = (r1gxh(1), r2gxh(2), . . . , rmgxh(m)).

Definition 3.3. Elements A,B ∈ (Rn)m is called P (m,n)× S(m)-equivalent if there exists

q ∈ P (m,n)× S(m) such that B = β(q, A). In this case, we write A
P (m,n)×S(m)∼ B.

Definition 3.4. A rational function f(x1, x2, . . . , xm) of elements X = (x1, x2, . . . , xm) ∈

(Rn)m is called P (m,n)× S(m)-invariant if f(α(q,X)) = f(X) for all q ∈ P (m,n)× S(m).

Definition 3.5. X = (x1, x2, . . . , xm) ∈ (Rn)m is called strongly regular if [xp1xp2 · · ·xpn ] ̸= 0

for all natural numbers p1, p2, . . . , pn such that 1 ≤ p1 < p2 < · · · < pn ≤ m.

If X = (x1, x2, . . . , xm) is strongly regular, Y = (y1, y2, . . . , ym) ∈ (Rn)m and X
P (m,n)∼ Y

then Y = (y1, y2, . . . , ym) is also strongly regular. Hence the set of all strongly regular

elements is a P (m,n)-invariant subset in (Rn)m.

For j = 1, 2, . . . n − 1; k = n + 2, . . .m, we put Tjk(X) = Tj ⟨x1x2x3 . . . xn−1xnxn+1xk⟩,

whereX = (x1, x2, . . . , xm). We denote by Anm the algebra of real polynomials of Tjk(X); j =

1, 2, . . . n−1; k = n+2, . . .m. Let t and {zjk|j = 1, 2, . . . n− 1; k = n+ 2, . . .m} be indepen-

dent variables. We consider the following function∏
h∈S(m)

[
t−

m∑
k=n+2

(

n−1∑
i=1

Tik(h(X))zik))

]
.

We define the polynomials Ur1r2...rm−n−1(X) ∈ Anm by the following equality

∏
h∈S(m)

[
t−

m∑
k=n+2

(
n−1∑
i=1

Tik(h(X))zik)

]
= (3.13)

tm! +
m!−1∑
l=1

(−1)ltm!−l
∑

∑m−n−1
j=1 (

∑n−1
i=1 rij=l)

Urij (X) ·
m∏

k=n+2

(zr1k1k zr2k2k · · · zrn−1k

n−1k ),

where m! = 1 · 2 · . . . ·m and i = 1, . . . , n− 1; j = 1, . . . ,m− n− 1. It is obvious that every

function Urij (X) is P (m,n)× S(m)-invariant.
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Theorem 3.2. Strongly regular elements X = (x1, x2, . . . , xm), Y = (y1, y2, . . . , ym) ∈ (Rn)m

are P (m,n)× S(m)-equivalent if and only if Urij (X) = Urij (Y ),

1 ≤ r1 + r2 · · ·+ rn−1 ≤ m− n− 1; i = 1, . . . , n− 1; j = 1, . . . ,m− n− 1.
(3.14)

Proof. A proof is similar to the proof of Theorem 3.1. □
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Abstract. In this paper, we study Ricci-Yamabe and gradient Yamabe solitons on the Lie

group H2 × R with a left-invariant metric. We prove that the kind of the Ricci-Yamabe

soliton is only related with one variable existing in the definition.
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1. Introduction

Homogenous geometries play crucial role in the theory of manifolds. Their importance

come from the well-known Thurston conjecture. This conjecture says that every com-

pact orientable 3-dimensional manifold has a canonical decomposition into parts, each of

which involves a canonical geometric structure from among the eight maximal simple con-

nected homogenous Riemannian three-dimensional geometries [8]. These model spaces are

E3, H3, S3, S2 × R, Nil, S̃L2R, Sol and H2 × R. In this paper, we deal with the latter

one.

The geometry of different types of solitons on manifolds has been the focus of attention

of many mathematicians during the last years (see for examples [1],[2],[3]). Yamabe flow

was introduced by Hamilton and Yamabe solitons are special solutions of the Yamabe flow,

[5]. Given an n(n ≥ 2), dimensional Riemannian manifold (M, g) such that {g(t)} is the

1-parameter family of metrics and r(t) is its scalar curvature. In this case, the equation of
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Yamabe flow is defined by

∂g(t)

∂t
= −r(t)g(t).

Similarly, the equation of Ricci flow is given by

∂g(t)

∂t
= −2Ric(t)g(t),

where Ric(t) is the Ricci tensor [6]. In 2019, scalar combination of the Yamabe and Ricci

flow was introduced by Güler and Crasmareanu as follows:

∂g(t)

∂t
= β2r(t)g(t)− 2β1Ric(t)g(t).

This equation is known as Ricci-Yamabe flow and special solutions of the Ricci-Yamabe

flow are famous as Ricci-Yamabe solitons [7]. Due to the sign of the scalars β1 and β2 the

Ricci-Yamabe flow becomes a Riemannian, a semi-Riemannian or a singular Riemannian

flow.

In this paper, we show that the Lie group H2×R involves a vector field satisfying a Ricci-

Yamabe soliton. We also prove that there does not exist a gradient Ricci-Yamabe soliton.

Throughout the paper, all geometric objects (curves, manifolds, vector fields, functions etc.)

are assumed to be smooth.

2. Preliminaries

2.1. Ricci-Yamabe and Gradient Ricci-Yamabe Solitons. A connected Riemannian

manifold (M, g, β1, β2, β3) of dimension n (n ≥ 2) is said to be a Ricci-Yamabe soliton if it

satisfies

LXg + 2β1Ric = −(2β3 − β2r)g, (2.1)

where LXg is the Lie derivative of the metric g in the direction of the vector fieldX, β1, β2, β3 ∈

R, Ric and r denote the Ricci tensor and the scalar curvature of M , respectively. A Ricci-

Yamabe soliton (M, g, β1, β2, β3) is said to be steady, expanding or shrinking and Ricci-

Yamabe soliton if β3 = 0 , β3 > 0 and β3 < 0 respectively. If a function f :M → R satisfies

X = gradf , then we say that the Ricci-Yamabe soliton is a gradient Ricci-Yamabe soliton.

2.2. The Lie group H2×R. We recall fundamental information about the Lie groupH2×R

from [4]. Let H2 = {(u, v) ∈ R2 | v > 0} denotes the upper half model of the hyperbolic

plane equipped with the metric gH2 = 1
v2
(du2 + dv2). The hyperbolic space H2 with the
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group structure occured by the composition of proper affine maps is a Lie group with the

left invariant metric

g =
1

v2
(du2 + dv2) + dw2. (2.2)

A left-invariant orthonormal frame field (e1, e2, e3) is given by

e1 = v
∂

∂u
, e2 = v

∂

∂v
, e3 =

∂

∂w
.

The Levi-Civita connection ∇ with respect to the this orthonormal frame is given by

∇e1e1 = e2, ∇e1e2 = −e1, ∇e1e3 = 0,

∇e2e1 = 0, ∇e2e2 = 0, ∇e2e3 = 0,

∇e3e1 = 0,∇e3e2 = 0,∇e3e3 = 0.

(2.3)

The Lie brackets are obtained as

[e2, e3] = 0, [e1, e3] = 0, [e1, e2] = −e1.

The non-zero components of the curvature tensor field R and the Ricci tensor Ric are

R(e1, e2)e1 = e2, R(e1, e2)e2 = −e1,

Ric(e1, e1) = Ric(e2, e2) = −1.

The scalar curvature r of H2 × R is

r = −2.

3. Main results

We start this section by considering

X = t1e1 + t2e2 + t3e3 (3.4)

is a potential vector field on M, where t1, t2 and t3 are differentiable functions of u, v and

w. We label the coordinate basis by {∂u, ∂v, ∂w}.

Theorem 3.1. Let us consider the Lie group H2 × R with the metric (2.2). Then the

space H2 × R admits an expanding, steady or shrinking Ricci Yamabe soliton if and only if

β1 > 0, β1 < 0 or β1 = 0.
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Proof. From (2.2), (2.3) and (3.4) the Lie derivative of the metric tensor g is computed as

LXg(e1, e1) = −2(t2 − ∂ut1),

LXg(e1, e2) = t1 + ∂vt1 + ∂ut2,

LXg(e1, e3) = ∂wt1 + ∂ut3,

LXg(e2, e2) = 2∂vt2,

LXg(e2, e3) = ∂wt2 + ∂vt3,

LXg(e3, e3) = 2∂wt3.

Putting (2.2), (2.3) and (3.4) in (2.1), we have

−(t2 − ∂ut1) = β1 − (β3 + β2), (3.5)

t1 + ∂vt1 + ∂ut2 = 2β2, (3.6)

∂wt1 + ∂ut3 = 2β2, (3.7)

∂vt2 = β1 − (β3 + β2), (3.8)

∂wt2 + ∂vt3 = 2β2, (3.9)

∂wt3 = −(β3 + β2). (3.10)

Equation (3.10) gives ∂u∂wt3 = 0. Using this equation and deriving (3.7) with respect to w,

we get

∂2wt1 = 0. (3.11)

From (3.11), we occur

t1 = φ(u, v)w + ψ(u, v),

where φ and ψ are functions. Equation (3.5) gives −∂vt2 + ∂u∂vt1 = 0. Having in mind this

relation and taking derivative in (3.5) with respect to v and using (3.8), we obtain

∂u∂vt1 = β1 − (β3 + β2). (3.12)

Taking derivative in (3.6) with respect to v, we find ∂vt1 + ∂2v t1 + ∂v∂ut2 = 0. Using this

relation in (3.12), we find

∂vt1 + ∂2v t1 = 0. (3.13)
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Substituting t1 in equations (3.12) and (3.13), we get ∂u∂vφw + ∂u∂vψ = β1 − (β3 + β2),

(∂vφ+ ∂2vφ)w + ∂vψ + ∂2vψ = 0.
(3.14)

Taking derivative in (3.14) with respect to w, we get

∂vφ+ ∂2vφ = 0,

∂vψ + ∂2vψ = 0,

∂u∂vφ = 0,

∂u∂vψ = β1 − (β3 + β2).

(3.15)

Now, if we take derivative in (3.15)2 with respect to u and use in (3.15)4, we find

β1 = β3 + β2. (3.16)

Integrating (3.15)1 and (3.15)2 give us φ(u, v) = γ1e
−v + φ1(u),

ψ(u, v) = γ2e
−v + ψ1(u),

(3.17)

where γi ∈ R and φ1, ψ1 are functions. Therefore,

t1 = (γ1e
−v + φ1(u))w + γ2e

−v + ψ1(u). (3.18)

Substituting t1 in (3.6), we deduce

(φ1(u) + φ′′
1(u))w + ψ1(u) + ψ′′

1(u) = 2β2. (3.19)

Deriving equation (3.19) with respect to w, we find φ1(u) + φ′′
1(u) = 0,

ψ1(u) + ψ′′
1(u) = 0.

(3.20)

Integrating (3.20) with respect to u, we find φ1(u) = γ3 cosu+ γ4 sinu,

ψ1(u) = γ5 cosu+ γ6 sinu,
(3.21)

where γi ∈ R. Hence,

t1 = (γ1e
−v + γ3 cosu+ γ4 sinu)w + γ2e

−v + γ5 cosu+ γ6 sinu. (3.22)

From (3.5), we have

t2 = (−γ3 sinu+ γ4 cosu)w − γ5 sinu+ γ6 cosu. (3.23)
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Equation (3.10) yields

t3 = −(β3 + β2)w + ξ(u, v),

where ξ is a function. Substituting t1, t2, t3 in (3.7) and (3.9) lead to ∂uξ = 2β2 − (γ1e
−v + γ3 cosu+ γ4 sinu)

∂vξ = 2β2 − (γ3 sinu+ γ4 cosu).
(3.24)

Integrating (3.24)1with respect to u, we obtain

ξ(u, v) = 2β2u− γ1ue
−v − γ3 sinu+ γ4 cosu+ γ7,

and putting ξ in (3.24)2, we see that

γ1ue
−v = 2β2 − γ3 sinu− γ4 cosu.

This gives us

γ1 = γ3 = γ4 = β2 = 0.

Finally, we find 
t1 = γ2e

−v + γ5 cosu+ γ6 sinu,

t2 = −γ5 sinu+ γ6 cosu,

t3 = −β3w + γ7,

(3.25)

where γi ∈ R.

This shows that X = t1e1 + t2e2 + t3e3 given by (3.25) satisfies (2.1). We also found that

β1 = β3 + β2 and β2 = 0. Therefore we proved the theorem. □

Theorem 3.2. Let us consider the Lie group H2 ×R with the metric (2.2). Then the space

H2 × R does not admit a gradient Ricci-Yamabe soliton.

Proof. Suppose that X = grady is a gradient vector field on M with potential function y.

Then X is given by

grady = v2∂uy∂u + v2∂vy∂v + ∂wy∂w.

From (3.25), we see that the Lie group H2 × R is a gradient Yamabe soliton if and only if

the function y fulfills the following equations:
∂uy = γ2

v e
−v + γ5

v cosu+ γ6
v sinu,

∂vy = −γ5
v sinu+ γ6

v cosu,

∂wy = −β3w + γ7.

(3.26)
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Integrating above system we find

y(u, v, w) = ln v[γ5 sinu− γ6 cosu]−
β23
2
γ7w

2 + γ8, γi ∈ R.

But the function y does not fulfill (3.26)1. This ends the proof. □

4. Conclusion

Ricci and Yamabe solitons have many applications for several sciences such as differential

geometry and theoretical physics. Similar to these solitons, their scalar combinations, which

are called Ricci-Yamabe solitons, have been studied increasingly since the work of Güler

and Crasmareanu [7]. In this paper, we investigate Ricci-Yamabe solitons in the Lie group

H2 × R. Our calculations in this paper may provide an insight for further studies about

Ricci-Yamabe solitons on other Thurston geometries.
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Abstract. Let X and Y be non-Archimedean Banach spaces over a non-Archimedean val-

ued field K. In this paper, we study some properties of A ∈ L(X,Y ) and B,C ∈ L(Y,X)

such that ABA = ACA and many basic operator properties in common of AC − IY and

BA− IX are given. In particular, N(IY −AC) is a complemented subspace of Y if and only

if N(IX −BD) is a complemented subspace of X. Moreover, the approach is generalized for

considering relationships between the properties of IY −AC and IX −BD. Finally, several

illustrative examples are provided.
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1. Introduction

In classical operators theory, the operator equations ABA = A2 and BAB = B2 were

studied by sereval researchers, for more details see [10, 11, 12, 14]. Recently, Barnes estab-

lished some consequences on common operator properties of continuous linear operators AB

and BA on complex Banach spaces, for more details, we refer to [1]. Moreover, Corach et al.

[2] established some common properties of AC−IY and BA−IX when ABA = ACA. In [17],

Zeng and Zhong proceeded to examine common properties of AC and BA from the attitude

of classical spectral theory considering A ∈ L(X,Y ), B,C ∈ L(Y,X) such that ABA = ACA,

where X and Y were assumed to be Banach spaces over C. In particular, they gave an af-

firmative answer to one question raised by the authors [2], by showing that AC − IY is of
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closed range if and only if BA− IX is of closed range. Yan and Fang [16] examined the joint

properties of BD and AC in terms of regularity when A,D ∈ L(X,Y ) and B,C ∈ L(Y,X)

such that ACD = DBD and DBA = ACA. In non-Archimedean operators theory, Ettayb

[4] studied specific properties of operator equations ABA = A2 and BAB = B2 on a non-

Archimedean Banach space X and many basic operator properties in common of IX − AB

and IX−BA were described. In particular, if X,Y are non-Archimedean Banach spaces over

a spherically complete field K, A ∈ L(X,Y ) and B ∈ L(Y,X), then N(IY −AB) is a comple-

mented subspace of Y if and only if N(IX −BA) is a complemented subspace of X. Recently,

Ettayb [6] examined the common properties of AC and BD whenever A,D ∈ L(X,Y ) and

B,C ∈ L(Y,X) such that ACD = DBD and DBA = ACA where X and Y were supposed

to be non-Archimedean Banach spaces over a non-Archimedean valued field K.

Non-Archimedean spectral theory played a crucial role in non-Archimedean functional

analysis which has had numerous applications in non-Archimedean applied mathematics and

physics, including non-Archimedean differential, pseudo-differential equations and quantum

physics. For additional details see [7, 8, 15]. This work is motivated by many studies on

non-Archimedean operators theory and spectral theory of continuous linear operators, e.g.

[4, 6, 5, 7, 8, 15]. Throughout this paper, K is a complete non-Archimedean valued field with

a non-trivial valuation |· |, X and Y are non-Archimedean Banach spaces over K and L(X,Y )

will denote the collection of all continuous linear operators from X into Y. For X = Y, we

put L(X,X) = L(X). (Qp, |.|p) is the field of p-adic numbers. For more details, we refer to

[3, 9, 13]. Let A ∈ L(X), R(A), N(A), A∗, σ(A), σp(A) and ρ(A) denote the range, the

kernel, the adjoint, the spectrum, the point spectrum and the resolvent set of A respectively.

The goal of this work is to develop the theory of some operator equations of continuous

linear operators in non-Archimedean Banach spaces.

2. Preliminaries

We continue with the following preliminaries.

Definition 2.1. [3] A field K is said to be non-Archimedean if it is endowed with an absolute

value | · | : K → R+ such that:

(i) |α| = 0 if, and only if, α = 0;

(ii) For all α, µ ∈ K, |αµ| = |α||µ|;

(iii) For each α, µ ∈ K, |α+ µ| ≤ max{|α|, |µ|}.
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Definition 2.2. [9] K is said to be spherically complete if each sequence of balls (Bn)n≥1 of

K such that Bn+1 ⊂ Bn for every n ≥ 1, we have
⋂
n≥1

Bn ̸= ∅.

Definition 2.3. [3] Let X be a vector space over K. A function ∥ · ∥ : X → R+ is called a

non-Archimedean norm if:

(i) For each u ∈ X, ∥u∥ = 0 if and only if u = 0;

(ii) For all u ∈ X and λ ∈ K, ∥λu∥ = |λ|∥u∥;

(iii) For each u, y ∈ X, ∥u+ y∥ ≤ max(∥u∥, ∥y∥).

Definition 2.4. [3] A non-Archimedean Banach space is a complete non-Archimedean normed

space.

Example 2.1. [3] The space c0(K) is the space of all sequences (xi)i∈N in K such that

lim
i→∞

xi = 0. Hence (c0(K), ∥ · ∥) is a non-Archimedean Banach space where for any (xi)i∈N ∈

c0(K), ∥ (xi)i∈N ∥ = sup
i∈N

|xi|.

Definition 2.5. [13] Let P ∈ L(X). P is said to be a projection if P 2 = P.

Remark 2.1. [13] If P is a projection on X, then R(P ) is the kernel of I −P so that R(P )

is a closed linear subspace of X.

The following lemma holds.

Lemma 2.1. [13] Let P ∈ L(X) be a projection. Hence, we have the following:

(i) IX − P is a projection;

(ii) If P ̸= 0, then ∥P∥ ≥ 1;

(iii) If P ̸= 0 and P ̸= IX , then ∥P∥ = ∥IX − P∥;

(iv) If Q is projection such that PQ = QP, then PQ is projection.

We have the following definition.

Definition 2.6. [9] A subspace D of X is said to be complemented if there is a continuous

projection P ∈ L(X) such that R(P ) = D. In such case, D = R(P ) and D1 = N(P ) are

closed subspaces and X = D ⊕D1.

Remark 2.2. [9] If D, D1 are closed subspaces of X such that X = D ⊕ D1, then D is

complemented in X and D1 is a complement of D.

For more details, see [9, 13].
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Proposition 2.1. [6] Let A ∈ L(X,Y ) and B ∈ L(Y,X), we have:

(i) N(B) ∩N(IY −AB) = {0};

(ii) B(N(IY −AB)) = N(IX −BA).

The following theorem is valid.

Theorem 2.1. [6] Let A ∈ L(X,Y ) and B ∈ L(Y,X). Hence R(IY − AB) is closed if and

only if R(IX −BA) is closed.

Theorem 2.2. [4] Let X and Y be non-Archimedean Banach spaces over a spherically com-

plete field K and let A ∈ L(X,Y ) and B ∈ L(Y,X), hence N(IY − AB) is a complemented

subspace of Y if and only if N(IX −BA) is a complemented subspace of X.

3. Main Results

We have the following results.

Lemma 3.1. Let A ∈ L(X,Y ), B, C ∈ L(Y,X) with ABA = ACA. Hence R(AC − IY ) is

closed in Y if and only if R(BA− IX) is closed in X.

Proof. If R(AC − IY ) is closed in Y, hence let (xn)n∈N ⊂ R(BA− IX) with xn → x for some

x ∈ X as n → ∞. Then there is a sequence (zn)n∈N ⊂ X with xn = (BA − IX)zn for any

n ∈ N. Thus

Ax = lim
n→∞

Axn

= lim
n→∞

A((BA− IX)zn)

= lim
n→∞

(ABA−A)zn

= lim
n→∞

(ACA−A)zn

= lim
n→∞

(AC − IY )Azn.
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From R(AC−IY ) is closed in Y, there is y ∈ X with (AC−IY )y = Ax. Thus y = ACy−Ax.

x = BAx− (BA− IX)x

= B(AC − IY )y − (BA− IX)x

= (BAC −B)(ACy −Ax)− (BA− IX)x

= BACACy −BACAx−BACy +BAx− (BA− IX)x

= BABACy −BABAx−BACy +BAx− (BA− IX)x

= (BA− IX)(BACy −BAx− x).

Consequently, x ∈ R(BA− IX). Then R(BA− IX) is closed in X. Conversely, assume that

R(BA− IX) is closed in X. Then, from Theorem 2.1, R(BA− IX) is closed in X if and only

if R(AB− IY ) is closed in Y. Thus R(CA− IX) is closed in X. By Theorem 2.1, R(AC− IY )

is closed in Y. Consequently, R(AC − IY ) is closed in Y if and only if R(BA− IX) is closed

in X. □

Lemma 3.2. If A ∈ L(X,Y ), B, C ∈ L(Y,X) such that ABA = ACA. Hence for each

n ∈ N, R((AC − IY )
n) is closed in Y if and only if R((BA− IX)n) is closed in X.

Proof. Set

(∀n ∈ N) Bn =
n+1∑
k=1

(−1)k−1

(
n+ 1

k

)
B(AB)k−1

and

(∀n ∈ N) Cn =
n+1∑
k=1

(−1)k−1

(
n+ 1

k

)
C(AC)k−1.

Since ABA = ACA, for each n ∈ N, ABnA = ACnA. Moreover, for each n ∈ N,

I −ACn = I −
n+1∑
k=1

(−1)k−1

(
n+ 1

k

)
AC(AC)k−1

= I +
n+1∑
k=1

(−1)k
(
n+ 1

k

)
(AC)(AC)k−1

= I +

n+1∑
k=1

(
n+ 1

k

)
(−AC)k

=
n+1∑
k=0

(
n+ 1

k

)
(−AC)k

= (I −AC)n+1.
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Similarly, we have for all n ∈ N, (I − BA)n+1 = I − BnA. By Lemma 3.1, for each n ∈ N,

R((AC − IY )
n) is closed in Y if and only if R((BA− IX)n) is closed in X. □

Lemma 3.3. If A ∈ L(X,Y ), B, C ∈ L(Y,X) with ABA = ACA. Hence for each n ∈ N,

(i) AR((BA− IX)n) ⊂ R((AC − IY )
n);

(ii) AN((BA− IX)n) ⊂ N((AC − IY )
n);

(iii) BACN((AC − IY )
n) ⊂ N((BA− IX)n);

(iv) BACR((AC − IY )
n) ⊂ R((BA− IX)n).

Proof. (i) If x ∈ R((BA− IX)n), hence there is u ∈ X with x = (BA− IX)nu. Then

Ax = A(BA− IX)nu = (AC − IY )
nAu ∈ R((AC − IY )

n).

Thus AR((BA− IX)n) ⊂ R((AC − IY )
n).

(ii) Let x ∈ N((BA− IX)n), then (BA− IX)nx = 0. Hence

(AC − IY )
nAx = A(BA− IX)nx = 0.

Consequently, Ax ∈ N((AC − IY )
n). Thus AN((BA− IX)n) ⊂ N((AC − IY )

n).

(iii) Let y ∈ N((AC − IY )
n), then (AC − IY )

ny = 0. Hence

(BA− IX)nBACy = BAC(AC − IY )
ny = 0.

Consequently, BACy ∈ N((BA− IX)n). Then

BACN((AC − IY )
n) ⊂ N((BA− IX)n).

(iv) If z ∈ R((AC − IY )
n). Hence there is y ∈ Y with z = (AC − IY )

ny. Then

BACz = BAC(AC − IY )
ny = (BA− IX)nBACy ∈ R((BA− IX)n).

Consequently, BACR((AC − IY )
n) ⊂ R((BA− IX)n).

□

Lemma 3.4. If A ∈ L(X,Y ) and B,C ∈ L(Y,X) with ABA = ACA. Hence for each

n ∈ N, R(AC−IY )+N((AC−IY )
n) is closed in Y if and only if R(BA−IX)+N((BA−IX)n)

is closed in X.

Proof. Assume that R(AC − IY ) + N((AC − IY )
n) is closed in Y. Let (xn)n∈N ⊂ R(BA −

IX) + N((BA − IX)n) with xn → x for some x ∈ X as n → ∞. Hence there are sequences
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(zn)n∈N ⊂ R(BA − IX) and (wn)n∈N ⊂ N((BA − IX)n) with xn = zn + wn for any n ∈ N.

Thus

Ax = lim
n→∞

Axn

= lim
n→∞

A(zn + wn).

From (i) and (ii) of Lemma 3.3, we get Azn ∈ R(AC−IY ) and Awn ∈ N((AC−IY )
n). From

R(AC − IY ) +N((AC − IY )
n) is closed in Y, there are z ∈ Y and w ∈ N((AC − IY )

n) with

(AC − IY )z + w = Ax. Thus z = ACz −Ax+ w. Consequently,

x = BAx− (BA− IX)x

= B((AC − IY )z + w)− (BA− IX)x

= (BAC −B)z +Bw − (BA− IX)x

= (BAC −B)(ACz −Ax+ w) +Bw − (BA− IX)x

= BACACz −BACAx+BACw −BACz +BAx−Bw +Bw − (BA− IX)x

= BACACz −BACAx+BACw −BACz +BAx− (BA− IX)x

= BABACz −BABAx+BACw −BACz +BAx− (BA− IX)x

= (BA− IX)(BACz −BAx− x) +BACw.

Since w ∈ N((AC − IY )
n) and from (iii) of Lemma 3.3, we have x ∈ R(BA − IX) +

N((BA−IX)n). Then R(BA−IX)+N((BA−IX)n) is closed in X. Conversely, assume that

R(BA−IX)+N((BA−IX)n) is closed in X. By Theorem 2.1, R(AB−IY )+N((AB−IY )
n)

is closed in Y. Then R(CA − IX) + N((CA − IX)n) is closed in X. From Theorem 2.1,

R(AC − IY ) +N((AC − IY )
n) is closed in Y. □

The following theorem holds.

Theorem 3.1. Let X and Y be non-Archimedean Banach spaces over a spherically complete

field K. If A,D ∈ L(X,Y ), B, C ∈ L(Y,X) with ACD = DBD and DBA = ACA. Hence

N(IY −AC) is complemented in Y if and only if N(IX −BD) is complemented in X.

Proof. Assume that N(IY −AC) is a complemented subspace of Y, hence there is a bounded

projection Q ∈ L(Y ) with R(Q) = N(IY − AC), thus (IY − AC)Q = 0, hence Q = ACQ.

Set P = BQACD ∈ L(X). By DBQ = DBACQ = ACACQ = ACQ = Q, hence

P 2 = (BQACD)(BQACD) = BQACQACD = BQACD = P.
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Note that

(IX −BD)P = (IX −BD)(BQACD) = BQACD −BDBQACD = 0.

Then R(P ) ⊆ N(IX − BD). If x ∈ N(IX − BD). Thus Dx = DBDx = ACDx, hence

Dx ∈ N(IY −AC) = R(Q). Thus QDx = Dx, then

Px = BQACDx = BQACQDx = BQDx = BDx = x,

hence N(IX −BD) ⊆ R(P ). Then P is a projection with R(P ) = N(IX −BD). Conversely,

suppose that W is a projection with R(W ) = N(IX − BD). Put Z = ACDWBACAC. By

BDW = W, it follows that

Z2 = (ACDWBACAC)(ACDWBACAC)

= ACDWB(ACA)CACDWBACAC

= ACDWB(DBA)C(ACD)WBACAC from ACA = DBA and ACD = DBD

= ACDWBDB(ACD)BDWBACAC

= ACDWBDB(DBD)BDWBACAC

= ACDWBDBDBDBDWBACAC

= ACDWBACAC

= Z.

From

(IY −AC)Z = (IY −AC)(ACDWBACAC)

= ACDWBACAC −ACACDWBACAC

= ACDWBACAC −ACDBDWBACAC

= ACDWBACAC −ACDWBACAC

= 0,



232 J. ETTAYB

R(Z) ⊆ N(IY − AC). Let x ∈ N(IY − AC). Hence x = ACx. By BACx = BACACx =

BDBACx and BACx ∈ N(IX −BD) = R(W ), we get WBACx = BACx. Thus

Zx = ACDWBACACx

= ACDWBACx

= ACDBACx

= ACACACx

= x,

hence N(IY −AC) ⊆ R(Z). Then Z is the projection onto N(IY −AC). □

Theorem 3.2. Let X and Y be non-Archimedean Banach spaces over a spherically complete

field K. Let A,D ∈ L(X,Y ), B, C ∈ L(Y,X) such that ACD = DBD and DBA = ACA.

Hence R(IY −AC) is complemented in Y if and only if R(IX −BD) is complemented in X.

Proof. Suppose that Q is the projection with R(Q) = R(IY −AC). Put P = IX −BAC(IY −

Q)D. From (IY −Q)(IY −AC) = 0 and (IY −Q)AC = IY −Q, we get

P 2 = [IX −BAC(IY −Q)D][IX −BAC(IY −Q)D]

= IX −BAC(IY −Q)D −BAC(IY −Q)D +BAC(IY −Q)DBAC(IY −Q)D

= IX −BAC(IY −Q)D −BAC(IY −Q)D +BAC(IY −Q)ACAC(IY −Q)D

= IX −BAC(IY −Q)D −BAC(IY −Q)D +BAC(IY −Q)D

= IX −BAC(IY −Q)D

= P.

Thus P 2 = P. From R(Q) = R(IY −AC), we get

R(BACQD) ⊆ R(BAC(IY −AC)) = R((IX −BD)BAC) ⊆ R(IX −BD).

Moreover,

P = IX −BAC(IY −Q)D

= IX −BACD +BACQD

= IX −BDBD +BACQD

= (IX −BD)(IX +BD) +BACQD,
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and thus R(P ) ⊆ R(IX−BD). If x ∈ R(IX−BD), hence there is u ∈ X with x = (IX−BD)u.

From Dx = D(IX −BD)u = (IY −AC)Du ∈ R(Q), we get

Px = [IX −BAC(IY −Q)D]x = x,

hence R(IX −BD) ⊆ R(P ). Then R(IX −BD) is complemented in X. Conversely, suppose

that Q is a projection with R(Q) = R(IX − BD). Set W = IY − ACD(IX − Q)BAC. We

demonstrate that W is a projection such that R(W ) = R(IY − AC). From (IX − Q)(IX −

BD) = 0 and (IX −Q)BD = IX −Q, hence

W 2 = [IY −ACD(IX −Q)BAC]2

= IY − 2ACD(IX −Q)BAC +ACD(IX −Q)BACACD(IX −Q)BAC

= IY − 2ACD(IX −Q)BAC +ACD(IX −Q)BDBACD(IX −Q)BAC

= IY − 2ACD(IX −Q)BAC +ACD(IX −Q)BDBDBD(IX −Q)BAC

= IY −ACD(IX −Q)BAC

= W.

Thus W 2 = W. One can see that

W = IY −ACD(IX −Q)BAC

= IY −ACDBAC +ACDQBAC

= IY −ACACAC +ACDQBAC,

and

R(W ) ⊆ R(IY −ACACAC +ACDQBAC)

⊆ R[(IY −AC)(IY +AC +ACAC)] +R[ACD(IX −BD)]

⊆ R(IY −AC) +R[(IY −AC)ACD]

⊆ R(IY −AC).

For each y ∈ R(IY −AC), there is w ∈ Y with y = (IY −AC)w. Hence BACy = BAC(IY −

AC)w = (IX −BD)BACw ∈ R(Q), then

Wy = [IY −ACD(IX −Q)BAC]y = y.

Thus R(IY −AC) ⊆ R(W ). Hence R(IY −AC) is complemented in Y. □



234 J. ETTAYB

We finish with the following examples.

Example 3.1. Let A,B,C ∈ L(c0(K)) be given respectively by

A(x1, x2, x3, x4, · · · ) = (0, x2, 0, x4, · · · ),

B(x1, x2, x3, x4, · · · ) = (0, x1, x2, x4, · · · )

and

C(x1, x2, x3, x4, · · · ) = (0, 0, x1, x4, · · · ).

It is easy to see that ABA = ACA.

Example 3.2.

(i) Let

A =

1 1

1 1

 , B =

 1 0

−1 0

 and C =

0 −1

0 1

 ∈ M2(Qp).

It is easy to see that ABA = ACA = 0M2(Qp).

(ii) Let

A =

1 1

1 1

 , B =

1 0

0 −2

 and C =

−1 1

0 −1

 ∈ M2(Qp).

Then ABA = ACA.

(iii) Let a, b, c ∈ Qp. Let

A =


0 1 1

0 0 1

0 0 0

 , B =


0 1 0

1 0 1

1 1 0

 and C =


a b c

1 0 1

1 1 0

 ∈ M3(Qp).

One can see that if a = c = 0, b = 1, then B = C and ABA = ACA.

Moreover in the case B ̸= C, we have ABA = ACA.

References

[1] Barnes, B. A. (1998). Common operator properties of the linear operators RS and SR. Proc. Amer. Math.

Soc., 162, 1055-1061.

[2] Corach, G., Duggal, B., & Harte, R. (2013). Extensions of Jacobson’s lemma. Comm. Algebra, 41(2),

520-531.

[3] Diagana, T., & Ramaroson, F. (2016). Non-Archimedean operator theory. Springer Briefs in Mathematics,

Springer, Cham.

[4] Ettayb, J. (2023). On the operator equations ABA = A2 and BAB = B2 on non-Archimedean Banach

spaces. Topological Algebra and its Applications, 11(1), 20230110.



INT. J. MAPS MATH. (2023) 7(2):224–235 / ON THE OPERATOR EQUATION ABA = ACA 235

[5] Ettayb, J. (2023). λ-Commuting of bounded linear operators on ultrametric Banach spaces and determi-

nant spectrum of ultrametric matrices. Topological Algebra and its Applications, 11(1), 20230103.

[6] Ettayb, J. (2024). Common properties of the operator equations in ultrametric specrtal theory. Gulf

Journal of Mathematics, 16(1), 79-95.

[7] Khrennikov, A. (1995). Statistical interpretation of p-adic quantum theories with p-adic valued wave

functions. Journal of Mathematical Physics, 36(12), 6625-6632.

[8] Kochubei, A. N. (1995). Gaussian integrals and spectral theory over a local field. Izvestiya: Mathematics,

45(3), 495-503.

[9] Perez-Garcia, C., & Schikhof, W. H. (2010). Locally convex spaces over non-Arch
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critical point of the energy functional,

E(α) =
1

2

∫
ΓN

|dα|2vgN ,

where ΓN is some compact domain of N and τ(α) = TracegN∇dα is the tension field of

α. The harmonic map equation is an Euler-Lagrange equation of the functional τ(φ) ≡

TracegN∇dφ = 0, where τ(φ) = TracegN∇dφ is the tension field of φ [6]. The bi-harmonic

map α between the Riemannian manifolds (N, gN ) and (N̄ , gN̄ ) is a critical point of the

bi-energy functional, E2(α) =
1
2

∫
ΓN

|τ(α)|2vgN , where ΓN is a compact domain of N . The

bi-harmonic map equation is an Euler-Lagrange equation of the functional,

τ2(α) ≡ TracegN (∇
α∇α −∇α

∇N )τ(α)− TracegNR
N̄ (dα, τ(α))dα = 0,

where RN̄ = [∇N̄
X ,∇N̄

Y ]Z −∇N̄
[X,Y ]Z, is a Riemann curvature tensor of (N̄ , gN̄ ) [16]. In 1991

[5], the author introduced the bi-harmonic submanifolds of Euclidean space and stated a

conjecture “ any bi-harmonic submanifold of Euclidean space is harmonic, thus minimal”.

If the definition of bi-harmonic maps for Riemannian immersion in Euclidean space is used,

then the Chen’s definition of a bi-harmonic submanifold coincides with the definition given

by the bi-energy functional.

Bi-f-harmonic maps are the generalization of harmonic maps and f-harmonic maps. There are

two methods to formalize the link between bi-harmonic maps and f-harmonic maps. In the

first method of formalization, the authors extended the bi-energy functional in [32, 39] to the

bi-f-energy functional and got bi-f-harmonic maps. Further, for the second formalization, the

f-energy functional is extended to the f-bi-energy functional. In [22], the author introduced

the f-bi-harmonic maps by generalizing the bi-harmonic maps. The bi-f-harmonic equation

for curves in Euclidean space, hyperbolic space, sphere and hypersurfaces of manifolds were

studied in [30].

In [34], authors studied the charcterization of submanifold by taking the hyperelastic curves

along an immersion. The following properties of Riemannian submersions were studied in

[10, 25, 19]. In 1974, the authors proved that if a circle is mapped by immersion from a

submanifold to the ambient manifold, then the submanifold is said to be totally umbilical

with a parallel mean curvature vector field [26].

In the sixties O’ Neill and Gray introduced the concept of Riemannian submersions between

Riemannian manifolds [11, 25]. A differential map G between two Riemannian manifolds

(N, gN ) and (N̄ , gN̄ ) is known as a submersion if the rank of G∗ is equal to the dimension
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of the targeted manifold. Also, if the submersion is isometry between (N, gN ) and (N̄ , gN̄ ),

then G is called a Riemannian submersion. Conformal submersion and the fundamental

equations of conformal submersion were studied in [28, 12]. In [37, 38], authors study the

totally umbilical, geodesic and minimal fibers by using conformal submersions. Horizontally

conformal submersion is a generalization of the Riemannian submersion [9, 14]. Horizontally

conformal map is useful for the characterization of harmonic morphisms [4] and has many

applications in medical imaging (brain imaging) and computer graphics.

Hyperelastic curves in a Riemannian manifold are solutions to a constrained variable prob-

lem and are characterized by Euler-Lagrange equations. A parametrized curve by its ar-

clength is said to be a hyperelastic curve if it is a critical point of the following curvature

energy action defined on a suitable space of curves in a Riemannian manifold

Fr
γ =

∫
(κr + µ)ds, (1.1)

where κ denotes the curvature of γ [3, 36, 31]. If µ = 0, then these curves are called

free hyperelastic curves. In 2021, B. Sahin, G. O. Tukel and T. Turhan, studied the effect of

hyperelastic curves on the geometry of isometric immersions in [33]. The functional Fr
λ is the

classical Euler-Bernoulli’s bending (or elastic) energy functional for r = 2. Immersed curves

which are critical for the bending energy functional satisfying some boundary conditions are

said to be elastic curves (or elastica) [20]. The existence, classification or stability problems

of elastic curves or their generalizations in Riemannian manifolds attracted the attention of

many researchers. There are the following examples in the literature worked by D. Singer et

al. [15, 21, 20, 35]. In 1984, J. Langer and D. Singer proved that there exist closed elastic

curves of a fixed length in a compact Riemannian manifold [20].

A smooth curve parametrized by its arc-length on a Riemannian manifold N is said to be

circle if it satisfies ∇2
β̇
β̇ = −κ2β̇, where κ is a non-negative constant curvature of β and ∇β̇

is the covariant differentiation along β with respect to the Riemannian connection ∇ on N .

In [26], Nomizu-Yano proved that β is a circle iff the following is satisfies

∇2
β̇
β̇ + g(∇β̇β̇,∇β̇β̇)β̇ = 0,

where g is the Riemannian metric on N and ∇2
β̇
β̇ = ∇β̇∇β̇β̇. Many authors studied circles

on Riemannian manifolds and they showed that it is possible to obtain certain properties of

a submanifolds by observing the extrinsic structure of circles on this submanifold, [34, 2, 7,

13, 17, 23, 24, 27, 29]. In 1963, S. Kobayashi and K. Nomizu showed that an ordinary helix
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c = c(s) satisfies the following equation, ∇3
β̇
β̇+K2∇β̇β̇ = 0, where K2 = κ2+τ2 is a positive

constant. Conversely, if a curve c = c(s) satisfies the above condition, then it is an ordinary

helix or a geodesic, [18].

The structure of the article is as follows: In Section 2, we recall some basic concepts about

conformal Riemannian submersion, totally geodesic fibers and the second fundamental form

of Riemannian submersion. In Section 3, some conditions are derived for the case where

the curve either in the base manifold or in the target manifold is a bi-f-harmonic curve. In

section 3, we show that a totally geodesic conformal submersion between two Riemannian

manifolds takes a bi-harmonic curve to a bi-harmonic curve. In section 4, we prove that the

conformal submersion takes a curve to a helix iff the curve is of constant curvature. In the

same section, we also find the conditions for a curve to become a circle in a targeted manifold

by conformal submersion. In the final section, we study the hyperelastic curves along the

conformal submersions.

2. Preliminaries

Let G : (N, gN ) → (N̄ , gN̄ ) be a differentiable map between the Riemannian manifolds

(N, gN ) and (N̄ , gN̄ ) of dimensions n1 and n2, respectively such that n1 > n2. Then G is

said to be a Riemannian submersion if rank of G is maximal and differential G∗ preserves

the lengths of horizontal vectors. A Riemannian submersion G : (N, gN ) → (N̄ , gN̄ ) is said

to be a conformal submersion if the restriction of G∗ to the horizontal distribution of G is a

conformal map, i.e. there exist a smooth function λ : N → R+ such that

gN̄ (G∗(X), G∗(Y )) = λ2(p)gN (X,Y ),

for all X,Y ∈ Γ(kerG∗)
⊥ and p ∈ N .

A curve β : I → N on (N, g) is said to be a bi-f-harmonic curve if and only if β satisfies

the condition [30],

(ff ′′′ + f ′f ′′)β̇ + (3ff ′′ + 2f ′2)∇β̇β̇ + 4ff ′∇2
β̇
β̇ + f2∇3

β̇
β̇

+f2R(∇β̇β̇, β̇)β̇ = 0, (2.2)

where f : I → (0,∞) is a smooth function, ∇ is a Levi-Civita connection and R is a

Riemannian curvature tensor on N . Let G : (N, g) → (N̄ , ḡ) be a Riemannian submersion

between (N, g) and (N̄ , ḡ). Then β is said to be a horizontal curve if β̇(t) ∈ (kerG∗)
⊥;

∀ t ∈ I. If ∇N̄ is the Levi-Civita connection on (N̄ , ḡ), then the second fundamental form of
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G is given by

(∇G∗)(X,Y ) =
N̄

∇G
XG∗(Y )−G∗(∇N

XY ), ∀ X,Y ∈ Γ(TN), (2.3)

where
N̄

∇G is the pullback connection of ∇N̄ . Now, if X,Y ∈ Γ((kerG∗)
⊥), then the second

fundamental form of Riemannian submersion is

(∇G∗)(X,Y ) = 0. (2.4)

Also, if X,Y ∈ Γ((kerG∗)
⊥) and V ∈ Γ((rangeG∗)

⊥), then

∇N̄
G∗(X)V = −SV G∗(X) +∇G⊥

X V, (2.5)

where SV G∗(X) is the tangential component of ∇N̄
G∗(X)V . Since (∇G∗) is symmetric and SV

is a symmetric linear transformation of rangeG∗, therefore

gN̄ (SV G∗(X), G∗(Y )) = gN̄ (V, (∇G∗)(X,Y )). (2.6)

From equations (2.3) and (2.4), we get

RN̄ (G∗(X), G∗(Y ))G∗(Z) = −S(∇G∗)(Y,Z)G∗(X) + S(∇G∗)(X,Z)G∗(Y )

+G∗(R
N (X,Y )Z) + (∇̃X(∇G∗))(Y,Z)− (∇̃Y (∇G∗))(X,Z), (2.7)

where ∇̃ is the covariant derivative of the second fundamental form. The O’ Neill tensors

[34] A and T are given by

APP
′ = h∇hP vP

′ + v∇hPhP
′, (2.8)

TPP
′ = h∇vP vP

′ + v∇vPhP
′, (2.9)

for all P, P ′ ∈ Γ(TN), where ∇ is the Levi-civita connection on N . For P ∈ Γ(TN), T

is vertical such that TP = TvP and A is horizontal such that AP = AhP . Also, if U,W ∈

Γ(kerG∗), then we have TUW = TWU .

From equations (2.8) and (2.9), we get

∇V W = TUV + v∇V W, (2.10)

∇XV = AXV + v∇XV, (2.11)

∇Y Z = AY Z +H∇Y Z, (2.12)
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for all V,W ∈ Γ(kerG∗) and Y, Z ∈ Γ(kerG∗)
⊥. The covariant derivative of ∇G∗ and S are

(∇̃X(∇G∗))(Y, Z) = ∇G⊥
X (∇G∗)(Y,Z)− (∇G∗)(∇N

XY, Z)− (∇G∗)(Y,∇N
XZ), (2.13)

and

(∇̃XS)V G∗(Y ) = G∗(∇N
X

∗G∗(SV G∗(Y )))− S∇G⊥
X V

G∗(Y )− SV Q
N̄

∇G
XG∗(Y ), (2.14)

respectively. Here Q is a projection morphism on rangeG∗ and ∗G∗ is an adjoint map of G∗.

From equations (2.13) and (2.14), we obtain

gN̄ ((∇̃X(∇G∗))(Y, Z), V ) = gN̄ ((∇̃XS)V G∗(Y ), G∗(Z)). (2.15)

Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion between Riemannian manifolds

(N, gN ) and (N̄ , gN̄ ). Then G is called a conformal submersion with totally geodesic fibers

if and only if T vanishes identically.

3. Characterization of bi-f-harmonic curves

Let β : I → N be a curve in an n1-dimensional Riemannian manifold N with an orthonor-

mal frame {W0,W1, ....Wn1−1} in ΓTN , where W0 = T , W1 = N and W2 = U are the unit

tangent vector, the unit normal vector and the unit binormal vector of α, respectively. Then

the Frenet equations are given by

∇TWj = −κjWj−1 + κj+1Wj+1, 0 ≤ j ≤ m− 1, (3.16)

where κ0 = κn1 = 0, κ1 = κ = ||∇TT || is curvature and τ = κ2 = −⟨∇TW1,W2⟩ is torsion of

β on N , respectively. Next, we introduce the concept horizontal bi-f-harmonic curve.

Definition 3.1. Let G : (N, g) → (N̄ , ḡ) be a conformal submersion between the Riemannian

manifolds (N, g) and (N̄ , ḡ). Then a horizontal curve on (N, g) with (2.2) is said to be a

horizontal bi-f-harmonic curve on (N, g).

Lemma 3.1. Let G : (N, g) → (N̄ , ḡ) be a conformal submersion between (N, g) and (N̄ , ḡ).

Now, if β̄ = G ◦ β is a curve on (N̄ , ḡ) and β is a horizontal curve on (N, g), then

(i) ∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇), (3.17)

(ii) R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇) = G∗(R(

∧
∇β̇β̇, β̇)β̇)− 2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇)

+(∇G∗)(Aβ̇

∧
∇β̇β̇, β̇) + (∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), (3.18)

where
∧
∇ and ∇̄ are the Levi-Civita connections of N and N̄ , respectively.
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Proof. Let β be a horizontal curve with curvature κ on Riemannian manifold (N, g) and

β̄ = G ◦β is a curve with curvature κ̄ on (N̄ , ḡ). Then a vector field G∗(β̇) along β̄ is defined

by

G∗(β̇) = G∗ββ̇,

where β̇(s) = β̇ is a vector field along β(s) = β.

(i) From equations (2.3), (2.4) and (2.5), we have

∇̄2
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

2

β̇β̇). (3.19)

Taking the covariant derivative of (3.22) and using (2.3), (2.4) and (2.5), we get the required

condition.

(ii) From equations (2.3), (2.4) and (2.5), we get the required equation. □

Definition 3.2. A Riemannian submersion G : (N, g) → (N̄ , ḡ) between Riemannian man-

ifolds (N, g) and (N̄ , ḡ) is said to be totally geodesic conformal submersion if second funda-

mental form of G is identically zero. i.e.

(∇G∗)(X,Y ) = 0, ∀ X,Y ∈ Γ(TN). (3.20)

Lemma 3.2. Let G : (N, g) → (N̄ , ḡ) be a totally geodesic conformal submersion between

Riemannian manifolds (N, g) and (N̄ , ḡ). If β is a horizontal curve with curvature κ on

(N, g) and β̄ = G ◦ β is a bi-f-harmonic curve on (N̄ , ḡ), then the curvature of β̄ is given by

κ =
1

f
4
3

(
2

3

∫
f

2
3 (ff ′′′ + f ′f ′′)ds+ C)

1
2 , (3.21)

where C is some constant.

Proof. Let G : (N, g) → (N̄ , ḡ) be a conformal submersion between Riemannian manifolds

(N, g) and (N̄ , ḡ). Then for any horizontal curve β on (N, g) and bi-f-harmonic curve β̄ = G◦β

on (N̄ , ḡ), we have

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇)

+f2∇̄3
G∗(β̇)

G∗(β̇) + f2R̄(G∗(∇β̇), G∗(β̇))G∗(β̇) = 0. (3.22)

From Lemma 3.1 and equation (3.22), we have

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)G∗(
∧
∇β̇β̇) + 4ff ′G∗(

∧
∇

2

β̇β̇)

+f2G∗(
∧
∇

3

β̇β̇) + f2R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇) = 0. (3.23)
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Now using second part of Lemma (3.1) in equation (3.23), we get

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)G∗(
∧
∇β̇β̇) + 4ff ′G∗(

∧
∇

2

β̇β̇)

+f2G∗(
∧
∇

3

β̇β̇) + f2G∗(R(
∧
∇β̇β̇, β̇)β̇)− 2f2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇)

+f2(∇G∗)(Aβ̇

∧
∇β̇β̇, β̇) + f2(∇G∗)(

∧
∇β̇β̇, Aβ̇β̇) = 0. (3.24)

Taking inner-product of equation (3.24) with G∗(β̇) both sides, we obtain

λ2f2gN (
∧
∇

3

β̇β̇, β̇) + λ2f2gN (R(
∧
∇β̇β̇, β̇)β̇, β̇)− 2f2gN̄ ((∇G∗)(β̇, A∧

∇β̇ β̇
β̇), G∗(β̇))

λ2(ff ′′′ + f ′f ′′) + λ2(3ff ′′ + 2f ′2)gN (
∧
∇β̇β̇, β̇) + λ24ff ′gN (

∧
∇

2

β̇β̇, β̇)

+f2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + f2gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.25)

Substituting the values of gN (
∧
∇β̇β̇, β̇) = −gN (Aβ̇β̇, β̇), gN (

∧
∇

2

β̇β̇, β̇) = −κ2− gN (v∇β̇Aβ̇β̇, β̇)

− gN (Aβ̇

∧
∇β̇β̇, β̇) and gN (

∧
∇

3

β̇β̇, β̇) = −3κκ′ − gN (v∇β̇v∇β̇Aβ̇β̇, β̇) − gN (v∇β̇Aβ̇

∧
∇β̇β̇, β̇) −

gN (Aβ̇

∧
∇

2

β̇β̇, β̇) in equation (3.25), we obtain

λ2(ff ′′′ + f ′f ′′)− λ2(3ff ′′ + 2f ′2)gN (Aβ̇β̇, β̇)− λ24ff ′gN (v∇β̇Aβ̇β̇, β̇)

−λ24ff ′κ2 − λ24ff ′gN (Aβ̇

∧
∇β̇β̇, β̇)− λ23κκ′f2 − λ2f2gN (v∇β̇v∇β̇Aβ̇β̇, β̇)

−λ2f2gN (v∇β̇Aβ̇

∧
∇β̇β̇, β̇)− f2gN (Aβ̇

∧
∇

2

β̇β̇, β̇)− 2f2gN̄ ((∇G∗)(β̇, A∧
∇β̇ β̇

β̇), G∗(β̇))

+f2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + f2gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.26)

Using the orthogonal condition in equation (3.26), we have

(ff ′′′ + f ′f ′′)− 4ff ′κ2 − 3κκ′f2 − 2f2gN̄ ((∇G∗)(β̇, A∧
∇β̇ β̇

β̇), G∗(β̇))

+f2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + f2gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.27)

Since G is totally geodesic, then equation (3.27) reduces to (by using mapple),

κ =
1

f
4
3

(
2

3

∫
f

2
3 (ff ′′′ + f ′f ′′)ds+ C)

1
2 . (3.28)

□

Theorem 3.1. Let G : (N, gN ) → (N̄ , gN̄ ) be a totally geodesic conformal submersion be-

tween Riemannian manifolds (N, gN ) and (N̄ , gN̄ ). Then G maps horizontal bi-f-harmonic

curve on (N, gN ) to bi-f-harmonic curve on (N̄ , gN̄ ).
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Proof. Substituting the values of ∇̄G∗(β̇)
G∗(β̇) = G∗(

∧
∇β̇β̇), ∇̄

2
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

2

β̇β̇) and

∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇) in equation (3.22), we get

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇) + f2∇̄3

G∗(β̇)
G∗(β̇)

+f2R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = (ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)G∗(
∧
∇β̇β̇)

+4ff ′G∗(
∧
∇

2

β̇β̇) + f2G∗(
∧
∇

3

β̇β̇) + f2R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇). (3.29)

Then using second part of Lemma 3.1 in the equation (3.29), we obtain

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇) + f2∇̄3

G∗(β̇)
G∗(β̇)

+f2R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = (ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)G∗(
∧
∇β̇β̇)

+4ff ′G∗(
∧
∇

2

β̇β̇) + f2G∗(
∧
∇

3

β̇β̇) + f2G∗(R(
∧
∇β̇β̇, β̇)β̇)− 2f2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇)

−2f2(∇G∗)(β̇,H∇∧
∇β̇ β̇

β̇) + f2(∇G∗)(Aβ̇

∧
∇β̇β̇, β̇) + f2(∇G∗)(

∧
∇β̇β̇, Aβ̇β̇). (3.30)

Now from equations (2.4) and (3.30), we get

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇) + f2∇̄3

G∗(β̇)
G∗(β̇)

+f2R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = G∗{(ff ′′′ + f ′f ′′)(β̇) + (3ff ′′ + 2f ′2)(
∧
∇β̇β̇)

+4ff ′(
∧
∇

2

β̇β̇) + f2(
∧
∇

3

β̇β̇) + f2(R(
∧
∇β̇β̇, β̇)β̇)} − 2f2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇)

+f2(∇G∗)(Aβ̇

∧
∇β̇β̇, β̇) + f2(∇G∗)(

∧
∇β̇β̇, Aβ̇β̇). (3.31)

Using the fact that β is a horizontal bi-f-harmonic curve on (N, gN ), equation (3.31) reduces

to

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇) +

f2∇̄3
G∗(β̇)

G∗(β̇) + f2R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = G∗(0)− 3f2(∇G∗)(β̇, A∧
∇β̇ β̇

β̇)

+f2(∇G∗)(
∧
∇β̇β̇, Aβ̇β̇). (3.32)

Since G is a totally geodesic conformal submersion, therefore

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇)

+f2∇̄3
G∗(β̇)

G∗(β̇) + f2R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = 0. (3.33)

□
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Theorem 3.2. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion between Riemannian

manifolds (N, gN ) and (N̄ , gN̄ ). Now, if β is a bi-f-harmonic curve on (N, gN ) and β̄ = G◦β

is a bi-f-harmonic curve on (N̄ , gN̄ ), then either

ff ′′′ + f ′f ′′ − 4ff ′κ2 − 3κκ′ < 0 or gN̄ ((∇G∗)(
∧
∇β̇β̇,H

′), G∗(β̇)) ≥ 0. (3.34)

Proof. Let β̄ be a bi-f-harmonic curve on (N̄ , gN̄ ), then

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)∇̄G∗(β̇)
G∗(β̇) + 4ff ′∇̄2

G∗(β̇)
G∗(β̇)

+f2∇̄3
G∗(β̇)

G∗(β̇) + f2R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = 0. (3.35)

Substituting the values of ∇̄G∗(β̇)
G∗(β̇) = G∗(

∧
∇β̇β̇), ∇̄

2
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

2

β̇β̇) and

∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇) in equation (3.35), we get

(ff ′′′ + f ′f ′′)G∗(β̇) + (3ff ′′ + 2f ′2)G∗(
∧
∇β̇β̇) + 4ff ′G∗(

∧
∇

2

β̇β̇)

+f2G∗(
∧
∇

3

β̇β̇) + f2R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇) = 0. (3.36)

Then substituting R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇) = G∗(R(

∧
∇β̇β̇, β̇)β̇)− 2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇)

+ (∇G∗)(Aβ̇

∧
∇β̇β̇, β̇) + (∇G∗)(

∧
∇β̇β̇, Aβ̇β̇) in equation (3.36), we have

(ff ′′′ + ff ′′)G∗(β̇) + (3ff ′′ + 2f ′2)G∗(
∧
∇β̇β̇) + 4ff ′G∗(

∧
∇

2

β̇β̇) + f2G∗(
∧
∇

3

β̇β̇)

+f2G∗(R(
∧
∇β̇β̇, β̇)β̇)− 2f2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇) + f2(∇G∗)(Aβ̇

∧
∇β̇β̇, β̇)

+f2(∇G∗)(
∧
∇β̇β̇, Aβ̇β̇) = 0. (3.37)

Taking the inner-product of equation (3.37) with G∗(β̇) both sides, we obtain

(ff ′′′ + f ′f ′′)gN̄ (G∗(β̇), G∗(β̇)) + (3ff ′′ + 2f ′2)gN̄ (G∗(
∧
∇β̇β̇), G∗(β̇))

+4ff ′gN̄ (G∗(
∧
∇

2

β̇β̇), G∗(β̇)) + f2gN̄ (G∗(
∧
∇

3

β̇β̇), G∗(β̇)) + f2gN̄ (G∗(R(
∧
∇β̇β̇, β̇)β̇), G∗(β̇))

−2f2gN̄ ((∇G∗)(β̇, A∧
∇β̇ β̇

β̇), G∗(β̇)) + f2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇))

+f2gN̄ ((∇G∗)(
∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.38)
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Using the definition of conformal submersion in equation (3.38), we obtain

(ff ′′′ + f ′f ′′)λ2 + (3ff ′′ + 2f ′2)λ2gN (
∧
∇β̇β̇, β̇) + 4ff ′λ2gN (

∧
∇

2

β̇β̇, β̇)

+f2λ2gN (
∧
∇

3

β̇β̇, β̇) + f2λ2gN (R(
∧
∇β̇β̇, β̇)β̇, β̇)− 2f2gN̄ ((∇G∗)(β̇, A∧

∇β̇ β̇
β̇), G∗(β̇))

+f2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + f2gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.39)

Substituting gN (
∧
∇β̇β̇, β̇, gN (

∧
∇

2

β̇β̇, β̇) and gN (
∧
∇

3

β̇β̇, β̇) in equation (3.39), we obtain

(ff ′′′ + f ′f ′′)λ2 − 4ff ′κ2λ2 − 3κκ′f2λ2 − 2f2gN̄ ((∇G∗)(β̇, A∧
∇β̇ β̇

β̇), G∗(β̇))

+f2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + f2gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.40)

Then using the definition of totally umbilical i.e. A∧
∇β̇ β̇

β̇ = gN (
∧
∇β̇β̇, β̇)H

′,

Aβ̇

∧
∇β̇β̇ = gN (β̇,

∧
∇β̇β̇)H

′ and Aβ̇β̇ = gN (β̇, β̇)H ′ in equation (3.40), we have

(ff ′′′ + f ′f ′′)λ2 − 4ff ′κ2λ2 − 3κκ′λ2 + f2gN̄ ((∇G∗)(
∧
∇β̇β̇,H

′), G∗(β̇)) = 0. (3.41)

Since equation (3.41) is a quadratic equation in λ, therefore

λ =
0±

√
−4(ff ′′′ + f ′f ′′ − 4ff ′κ2 − 3κκ′f2)f2gN̄ ((∇G∗)(

∧
∇β̇β̇,H

′), G∗(β̇))

2(ff ′′′ + f ′f ′′ − 4ff ′κ2 − 3κκ′f2)
. (3.42)

Since λ is a positive real valued function, therefore

4(ff ′′′ + f ′f ′′ − 4ff ′κ2 − 3κκ′f2)f2gN̄ ((∇G∗)(
∧
∇β̇β̇,H

′), G∗(β̇)) ≤ 0. (3.43)

Thus from equations (3.42) and (3.43), we can conclude that either (ff ′′′ + f ′f ′′ − 4ff ′κ2 −

3κκ′f2) < 0 and gN̄ ((∇G∗)(
∧
∇β̇β̇,H

′), G∗(β̇)) ≥ 0 or (ff ′′′ + f ′f ′′ − 4ff ′κ2 − 3κκ′f2) > 0

and gN̄ ((∇G∗)(
∧
∇β̇β̇,H

′), G∗(β̇)) ≤ 0, to make λ always positive. □

3.1. Characterization of bi-harmonic curves. A bi-harmonic curve (bi-1-harmonic curve)

is a special case of bi-f-harmonic curve for f = 1. Let G : (N, gN ) → (N̄ , gN̄ ) be a con-

formal submersion between Riemannian manifolds (N, gN ) and (N̄ , gN̄ ) such that β̄ is the

bi-harmonic curve on (N̄ , gN̄ ), then

∇̄3
G∗(β̇)

G∗(β̇) + R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇) = 0.

Theorem 3.3. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion between Riemannian

manifolds (N, gN ) and (N̄ , gN̄ ). If β is a horizontal curve with curvature κ on (N, g) and

β̄ = G ◦ β is a bi-harmonic curve on (N̄ , ḡ), then κ is constant.
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Proof. Let β̄ is a bi-harmonic curve on (N̄ , gN̄ ), then taking f = 1 in equation (3.23), we

have

G∗(
∧
∇

3

β̇β̇) + R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇) = 0. (3.44)

Using second part of Lemma 3.1 in equation (3.44), we get

G∗(
∧
∇

3

β̇β̇) +G∗(R(
∧
∇β̇β̇, β̇)β̇)− 2(∇G∗)(β̇, A∧

∇β̇ β̇
β̇)

+(∇G∗)(Aβ̇

∧
∇β̇β̇, β̇) + (∇G∗)(

∧
∇β̇β̇, Aβ̇β̇) = 0. (3.45)

Taking inner-product of equation (3.45) with G∗(β̇), we obtain

gN̄ (G∗(
∧
∇

3

β̇β̇), G∗(β̇)) + gN̄ (G∗(R(
∧
∇β̇β̇, β̇)β̇), G∗(β̇))− 2gN̄ ((∇G∗)(β̇, A∧

∇β̇ β̇
β̇), G∗(β̇))

+gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.46)

Using the definition of conformal submersion and gN (R(
∧
∇β̇β̇, β̇)β̇, β̇) = 0 in equation (3.46),

we get

λ2gN (
∧
∇

3

β̇β̇, β̇)− 2gN̄ ((∇G∗)(β̇, A∧
∇β̇ β̇

β̇), G∗(β̇))

+gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + gN̄ ((∇G∗)(

∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.47)

Substituting gN (
∧
∇

3

β̇β̇, β̇) = −3κκ′ − gN (v∇3
β̇
β̇, β̇) and gN (v∇3

β̇
β̇, β̇) = 0 in equation (3.47),

we obtain

−λ23κκ′ − 2gN̄ ((∇G∗)(β̇, A∧
∇β̇ β̇

β̇), G∗(β̇)) + gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇))

+gN̄ ((∇G∗)(
∧
∇β̇β̇, Aβ̇β̇), G∗(β̇)) = 0. (3.48)

Since G be a totally geodesic conformal submersion i.e. second fundamental form is identi-

cally zero, therefore equation (3.48) reduces to

−λ23κκ′ = 0, =⇒ κ = constant. (3.49)

□

Theorem 3.4. Let G : (N, gN ) → (N̄ , gN̄ ) be a totally geodesic conformal submersion be-

tween Riemannian manifolds (N, gN ) and (N̄ , gN̄ ). Then G maps horizontal bi-harmonic

curve on (N, gN ) to bi-harmonic curve on (N̄ , gN̄ ).
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Proof. Taking f = 1 and substituting ∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇) in equation (3.33), we get

∇̄3
G∗(β̇)

G∗(β̇) + R̄(G∗(∇β̇), G∗(β̇))G∗(β̇) =
∧
∇

3

G∗(β̇)G∗(β̇)

+R̄(G∗(∇β̇β̇), G∗(β̇))G∗(β̇). (3.50)

Using the second part of Lemma 3.1 in equation (3.50), we get

∇̄3
G∗(β̇)

G∗(β̇) + R̄(G∗(∇β̇), G∗(β̇))G∗(β̇) = G∗(
∧
∇

3

β̇β̇

+R(
∧
∇β̇β̇, β̇)β̇)− 3(∇G∗)(β̇, A∧

∇β̇ β̇
β̇) + (∇G∗)(

∧
∇β̇β̇, Aβ̇β̇). (3.51)

Using the fact that β is a horizontal bi-harmonic curve on (N, gN ), equation (3.51) reduces

to

∇̄3
G∗(β̇)

G∗(β̇) + R̄(G∗(∇β̇), G∗(β̇))G∗(β̇) = −3(∇G∗)(β̇, A∧
∇β̇ β̇

β̇

+(∇G∗)(
∧
∇β̇β̇, Aβ̇β̇). (3.52)

Since G is a totally geodesic conformal submersion map, therefore

∇̄3
G∗(β̇)

G∗(β̇) + R̄(G∗(∇β̇), G∗(β̇))G∗(β̇) = 0 (3.53)

Hence β̄ is a bi-harmonic curve on (N̄ , gN̄ ).

□

4. Helices and circles along the conformal submersion

Let β : I → N be a curve, then β is said to be a general helix if it satisfies the condition

∇3
β̇
β̇ +K2∇β̇β̇ = 0,

where K2 = κ2 + τ2 is a positive constant. Conversely, if the curve β = β(s) satisfies the

above condition, then it is an ordinary helix or a geodesic [18].

Theorem 4.1. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion between Riemannian

manifolds (N, gN ) and (N̄ , gN̄ ). Then, β̄ = G ◦ β is a helix on (N̄ , gN̄ ) iff β is a horizontal

curve of constant curvature on (N, gN ).

Proof. Let β̄ be a helix on (N̄ , gN̄ ), then

∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇) = 0. (4.54)
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Using ∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇) in equation (4.54), we get

G∗(
∧
∇

3

β̇β̇) + (κ2 + τ2)G∗(
∧
∇β̇β̇) = 0. (4.55)

Taking inner-product of equation (4.55) with G∗(β̇), we obtain

gN̄ (G∗(
∧
∇

3

β̇β̇), G∗(β̇)) + (κ2 + τ2)gN̄ (G∗(
∧
∇β̇β̇), G∗(β̇)) = 0. (4.56)

Using the definition of conformal submersion in equation (4.56), we have

λ2gN (
∧
∇

3

β̇β̇, β̇) + (κ2 + τ2)λ2gN (
∧
∇β̇β̇, β̇) = 0. (4.57)

Substituting gN (
∧
∇

3

β̇β̇, β̇) = −3κκ′−gN (v∇β̇v∇β̇Aβ̇β̇, β̇)−gN (v∇β̇Aβ̇

∧
∇β̇β̇, β̇)−gN (Aβ̇

∧
∇

2

β̇β̇, β̇)

and gN (
∧
∇β̇β̇, β̇) = −gN (Aβ̇β̇, β̇) in equation (4.57), we get

−λ23κκ′ − λ2gN (v∇β̇v∇β̇Aβ̇β̇, β̇)− λ2gN (v∇β̇Aβ̇

∧
∇β̇β̇, β̇)

−λ2gN (Aβ̇

∧
∇

2

β̇β̇, β̇)− (κ2 + τ2)λ2gN (Aβ̇β̇, β̇) = 0. (4.58)

Using the condition of orthogonality in equation (4.58), we have

λ23κκ′ = 0 =⇒ κ = C(constant).

Conversely, assume that β be a curve of constant curvature on (N, gN ) and β̄ = G ◦ β is

a curve on (N̄ , gN̄ ), where G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion and using

equation (3.17). Then, we have

∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇) = G∗(

∧
∇

3

β̇β̇) + (κ2 + τ2)G∗(
∧
∇β̇β̇).

(4.59)

Taking inner-product of equation (4.59) with G∗(β̇) both sides, we have

gN̄ (∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇), G∗(β̇)) = gN̄ (G∗(

∧
∇

3

β̇β̇) + (κ2 + τ2)G∗(
∧
∇β̇β̇), G∗(β̇))

= gN̄ (G∗(
∧
∇

3

β̇β̇), G∗(β̇)) + (κ2 + τ2)gN̄ (G∗(
∧
∇β̇β̇), G∗(β̇))

= λ2gN (
∧
∇

3

β̇β̇, β̇) + (κ2 + τ2)λ2gN (
∧
∇β̇β̇, β̇)

= −λ23κκ′ − λ2gN (v∇β̇v∇β̇Aβ̇β̇, β̇)− λ2gN (v∇β̇Aβ̇

∧
∇β̇β̇, β̇)

= −λ2gN (Aβ̇

∧
∇

2

β̇β̇, β̇)− (κ2 + τ2)λ2gN (Aβ̇β̇, β̇) = 0.
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Therefore

∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇) = 0.

Hence β̄ is a helix. □

Theorem 4.2. Let G : (N, gN ) → (N̄ , gN̄ ) be a totally geodesic conformal submersion be-

tween Riemannian manifolds (N, gN ) and (N̄ , gN̄ ). Then G maps horizontal helix on (N, gN )

to a helix on (N̄ , gN̄ ).

Proof. From equation (4.54) and using relation ∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇), we get

∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇) = G∗(

∧
∇

3

β̇β̇ + (κ2 + τ2)
∧
∇β̇β̇). (4.60)

Since β is a horizontal helix on (N, gN ), therefore equation (4.60) reduces to

∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇) = 0.

Hence, β̄ is a helix on (N̄ , gN̄ ). □

Corollary 4.1. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion map between two

Riemannian manifolds (N, gN ) and (N̄ , gN̄ ) such that β is a helix on (N, gN ). If β̄ = G ◦ β

is a helix on (N̄ , gN̄ ), then β is a helix of constant curvature on (N, gN ).

Proof. Since β̄ is a helix on (N̄ , gN̄ ), so

∇̄3
G∗(β̇)

G∗(β̇) + (κ2 + τ2)∇̄G∗(β̇)
G∗(β̇) = 0. (4.61)

Substituting the values of ∇̄3
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

3

β̇β̇) and
∧
∇G∗(β̇)

G∗(β̇) = G∗(
∧
∇β̇β̇) in equation

(4.61), we have

G∗(
∧
∇

3

β̇β̇) + (κ2 + τ2)G∗(
∧
∇β̇β̇) = 0. (4.62)

Taking the inner-product of equation (4.62) with G∗(β̇) both sides, we get

gN̄ (G∗(
∧
∇

3

β̇β̇), G∗(β̇)) + (κ2 + τ2)gN̄ (G∗(
∧
∇β̇β̇), G∗(β̇)) = 0. (4.63)

Using the definition of conformal submersion in equation (4.63), we obtain

λ2 + gN (
∧
∇

3

β̇β̇, β̇) + (κ2 + τ2)λ2gN (
∧
∇β̇β̇, β̇) = 0. (4.64)

Substituting the values of gN (
∧
∇

3

β̇β̇, β̇) and gN (
∧
∇β̇β̇, β̇) in equation (4.64), we get the required

result. □
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Theorem 4.3. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion map between two

Riemannian manifolds (N, gN ) and (N̄ , gN̄ ) such that β is a circle on (N, gN ). If β̄ = G ◦ β

is a circle on (N̄ , gN̄ ), then curvature κ = ±1, where κ is curvature of β.

Proof. Let β̄ is a circle on (N̄ , gN̄ ), then

∇̄2
G∗(β̇)

G∗(β̇) + gN̄ (∇̄G∗(β̇)
G∗(β̇), ∇̄G∗(β̇)

G∗(β̇))G∗(β̇) = 0. (4.65)

Substituting the values of ∇̄2
G∗(β̇)

G∗(β̇) = G∗(
∧
∇

2

β̇β̇) and ∇̄G∗(β̇)
G∗(β̇) = G∗(

∧
∇β̇β̇) in equation

(4.65), we get

G∗(
∧
∇

2

β̇β̇) + gN̄ (G∗(
∧
∇β̇β̇), G∗(

∧
∇β̇β̇))G∗(β̇) = 0. (4.66)

Using the definition of conformal submersion in equation (4.66), we get

G∗(
∧
∇

2

β̇β̇) + λ2(p)gN (
∧
∇β̇β̇,

∧
∇β̇β̇)G∗(β̇) = 0. (4.67)

Substituting gN (
∧
∇β̇β̇,

∧
∇β̇β̇) = 1 in equation (4.67), we obtain

G∗(
∧
∇

2

β̇β̇) + λ2G∗(β̇) = 0. (4.68)

Taking inner-product of equation (4.68) with G∗(β̇), gives us

gN̄ (G∗(
∧
∇

2

β̇β̇), G∗(β̇)) + gN̄ (G∗(β̇), G∗(β̇)) = 0. (4.69)

Again using the definition of conformal submersion in equation (4.69), we have

λ2gN (
∧
∇

2

β̇β̇, β̇) + λ2gN (β̇, β̇) = 0. (4.70)

Substituting the values of gN (
∧
∇

2

β̇β̇, β̇) = −κ2 − gN (v∇β̇Aβ̇β̇, β̇)− gN (Aβ̇

∧
∇β̇β̇, β̇) and

gN (β̇, β̇) = 1 in equation (4.70), we get

−λ2κ2 − λ2gN (v∇β̇Aβ̇β̇, β̇)− λ2gN (Aβ̇

∧
∇β̇β̇, β̇) + λ2 = 0. (4.71)

Since gN (v∇β̇Aβ̇β̇, β̇) = 0 and gN (Aβ̇

∧
∇β̇β̇, β̇) = 0. Thus from equation (4.71), we get the

required result.

□

Theorem 4.4. Let G : (N, g) → (N̄ , gN̄ ) be a conformal submersion map between two

Riemannian manifolds (N, g) and (N̄ , gN̄ ). If β is a circle on (N, g) and β̄ = G◦β is a circle

on (N̄ , gN̄ ), then either λ = ±κ or λ = 0, where κ is curvature of β on N .
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Proof. Considering the definition of conformal submersion in equation (4.66), we get

G∗(
∧
∇

2

β̇β̇) + λ2gN (
∧
∇β̇β̇,

∧
∇β̇β̇)G∗(β̇) = 0. (4.72)

Taking inner-product of equation (4.72) with G∗(β̇), gives us

gN̄ (G∗(
∧
∇

2

β̇β̇), G∗(β̇)) + λ2gN (
∧
∇β̇β̇,

∧
∇β̇β̇)gN̄ (G∗(β̇), G∗(β̇)) = 0. (4.73)

Since, gN (
∧
∇β̇β̇,

∧
∇β̇β̇) = 1 and gN (β̇, β̇) = 1, therefore equation (4.73) reduces to

λ2gN (
∧
∇

2

β̇β̇, β̇) + λ2λ2 = 0. (4.74)

Taking gN (
∧
∇

2

β̇β̇, β̇) = −κ2 − gN (v∇β̇Aβ̇β̇, β̇) − gN (Aβ̇

∧
∇β̇β̇, β̇) in equation (4.74), then we

have

−λ2(κ2 + gN (v∇β̇Aβ̇β̇, β̇) + gN (Aβ̇

∧
∇β̇β̇, β̇)) + λ2λ2 = 0. (4.75)

Substituting gN (v∇β̇Aβ̇β̇, β̇) = 0 and gN (Aβ̇

∧
∇β̇β̇, β̇) = 0 in equation (4.75), we get

−κ2λ2 + λ2λ2 = 0. (4.76)

As equation (4.76) is quadratic in λ2, therefore

λ2 =
κ2 ±

√
κ4

2
. (4.77)

Thus, from equation (4.77), we can say that either λ = ±κ or λ = 0.

□

5. Hyperelastic curve along the conformal submersion

In this section, we study the hyperelastic curve along the conformal submersion.

Theorem 5.1. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion between Riemannian

manifolds (N, gN ) and (N̄ , gN̄ ). If β is a hyperelastic curve on (N, gN ) and β̄ = G ◦ β is a

hyperelastic curve on (N̄ , gN̄ ), then

(−2(r − 2)κr−1κ′ − 3κr−1κ′)λ2 + λ2(β̇(2r−1
r κr + b))

+κr−2gN̄ ((∇G∗)(−λ2

2 (β̇ 1
λ2 ), β̇), G∗(β̇)) = 0, (5.78)

where r ≥ 2 is a natural number.
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Proof. Let β̄ is a hyperelastic curve on (N̄ , gN̄ ), then from [33], we have

∇̄2
G∗(β̇)

(κr−2∇̄G∗(β̇)
G∗(β̇)) + ∇̄G∗(β̇)

(µG∗(β̇))

+κr−2R̄(∇̄G∗(β̇)
G∗(β̇), G∗(β̇))G∗(β̇) = 0. (5.79)

Substituting ∇̄G∗(β̇)
G∗(β̇) = G∗(

∧
∇β̇β̇), ∇̄

2
G∗(β̇)

(κr−2∇̄G∗(β̇)
G∗(β̇)) = κr−2G∗(

∧
∇

3

β̇β̇) +

(r − 2)(r − 3)κr−4(κ′)2G∗(
∧
∇β̇β̇) + (r − 2)κr−3κ′′G∗(

∧
∇β̇β̇) + (r − 2)κr−3κ′G∗(

∧
∇

2

β̇β̇) +

(r − 2)κr−3κ′G∗(
∧
∇

2

β̇β̇) and ∇̄G∗(β̇)
(µG∗(β̇)) = G∗(∇β̇µβ̇) in equation (5.79), we have

(r − 2)(r − 3)κr−4κ′2G∗(
∧
∇β̇β̇) + (r − 2)κr−3κ′′G∗(

∧
∇β̇β̇) + 2(r − 2)κr−3κ′G∗(

∧
∇

2

β̇β̇)

+κr−2G∗(
∧
∇

3

β̇β̇) + κr−2R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇) +G∗(∇β̇µβ̇) = 0. (5.80)

Taking inner-product of equation (5.80) with G∗(β̇) both sides, we get

((r − 2)(r − 3)κr−4κ′2 + (r − 2)κr−3κ′′)gN̄ (G∗(
∧
∇β̇β̇), G∗(β̇))

+2(r − 2)κr−3κ′gN̄ (G∗(
∧
∇

2

β̇β̇), G∗(β̇)) + κr−2gN̄ (G∗(
∧
∇

3

β̇β̇), G∗(β̇))

+κr−2gN̄ (R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇), G∗(β̇)) + gN̄ (G∗(∇β̇µβ̇), G∗(β̇)) = 0. (5.81)

Substituting gN̄ (R̄(G∗(
∧
∇β̇β̇), G∗(β̇))G∗(β̇), G∗(β̇)) = −2gN̄ ((∇G∗)(A∧

∇β̇ β̇
β̇, β̇), G∗(β̇)) +

gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇))+gN̄ ((∇G∗)(Aβ̇β̇,

∧
∇β̇β̇), G∗(β̇)) and using the definition of con-

formal submersion in equation (5.81), we get

λ2gN (
∧
∇β̇β̇, β̇)((r − 2)(r − 3)κr−4κ′2 + κr−2λ2gN (

∧
∇

3

β̇β̇, β̇) + (r − 2)κr−3κ′′)

+2(r − 2)κr−3κ′λ2gN (
∧
∇

2

β̇β̇, β̇)− 2κr−2gN̄ ((∇G∗)(A∧
∇β̇ β̇

β̇, β̇), G∗(β̇))

+κr−2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + λ2gN (

∧
∇β̇µβ̇, β̇)

+κr−2gN̄ ((∇G∗)(Aβ̇β̇,
∧
∇β̇β̇), G∗(β̇)) = 0. (5.82)

Substituting the values of

gN (
∧
∇β̇β̇, β̇) = −gN (Aβ̇β̇, β̇), gN (

∧
∇

2

β̇β̇, β̇) = −κ2 − gN (v∇β̇Aβ̇β̇, β̇)− gN (Aβ̇

∧
∇β̇β̇, β̇) and

gN (
∧
∇

3

β̇β̇, β̇) = −3κκ′−gN (v∇β̇v∇β̇Aβ̇β̇, β̇)−gN (v∇β̇Aβ̇

∧
∇β̇β̇, β̇)−gN (Aβ̇

∧
∇

2

β̇β̇, β̇) in equation
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(5.82), we obtain

−2(r − 2)κr−1κ′λ2 − 3κr−1κ′λ2 − 2κr−2gN̄ ((∇G∗)(A∧
∇β̇ β̇

β̇), G∗(β̇))

+κr−2gN̄ ((∇G∗)(Aβ̇

∧
∇β̇β̇, β̇), G∗(β̇)) + κr−2gN̄ ((∇G∗)(Aβ̇β̇|,

∧
∇β̇β̇), G∗(β̇))

+λ2gN (
∧
∇β̇µβ̇, β̇) = 0. (5.83)

Since
∧
∇β̇µβ̇ = (β̇(2r−1

r κr + b))β̇ + (2r−1
r κr + b)

∧
∇β̇β̇, where µ = 2r−1

r κr + b, therefore from

equation (5.83),

−2(r − 2)κr−1κ′λ2 − 3κr−1κ′λ2 − 2κr−2gN̄ ((∇G∗)(A∧
∇β̇ β̇

β̇β̇, β̇), G∗(β̇))

+κr−2gN̄ ((∇G∗)(Aβ̇β̇,
∧
∇β̇β̇), G∗(β̇)) + λ2gN ((β̇(2r−1

r κr + b))β̇

+(2r−1
r κr + b)

∧
∇β̇β̇, β̇) = 0. (5.84)

Using the totally umbilical conditions A∧
∇β̇ β̇

β̇ = gN (
∧
∇β̇β̇, β̇)H

′, ∀
∧
∇β̇β̇, β̇ ∈ Γ(kerG∗)

⊥,

where H ′ = −λ2

2 (∇β̇
1
λ2 ) and Aβ̇

∧
∇β̇β̇ = gN (β̇,

∧
∇β̇β̇)H

′ in equation (5.84), we get

(−2(r − 2)κr−1κ′ − 3κr−1κ′)λ2 − κr−2gN (
∧
∇β̇β̇, β̇)gN̄ ((∇G∗)(H

′, β̇), G∗(β̇))

+κr−2gN (β̇, β̇)gN̄ ((∇G∗)(H
′,

∧
∇β̇β̇), G∗(β̇)) + λ2(β̇(2r−1

r κr + b))gN (β̇, β̇)

+λ2(2r−1
r κr + b)gN (

∧
∇β̇β̇, β̇) = 0. (5.85)

Substituting H ′ = −λ2

2 (β̇ 1
λ2 ) and gN (Aβ̇β̇, β̇) = 0 in equation (5.85), we obtain

−λ2(2(r − 2)κr−1κ′ + 3κr−1κ′) + λ2(β̇(2r−1
r κr + b))

+κr−2gN̄ ((∇G∗)(−λ2

2 (β̇ 1
λ2 ), β̇), G∗(β̇)) = 0. (5.86)

Hence the proof. □

Corollary 5.1. Let G : (N, gN ) → (N̄ , gN̄ ) be a conformal submersion between Riemannian

manifolds (N, gN ) and (N̄ , gN̄ ) such that β is a elastic curve on (N, gN ). If β̄ = G ◦ β is a

elastic curve on (N̄ , gN̄ ), then

gN̄ ((∇G∗)(−
λ2

2
(β̇

1

λ2
), β̇)G∗(β̇)) = 0. (5.87)

Proof. Substituting r = 2 in equation (5.78), we have

−3κκ′λ2 + gN̄ ((∇G∗)(−
λ2

2
(β̇

1

λ2
), β̇), G∗(β̇)) + λ2(β̇(

3

2
κ2 + b)) = 0. (5.88)

Substituting the value of β̇(32κ
2+b) = 3κκ′ in equation (5.88), we get the required result. □
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Abstract. This research paper aims to study the postulates of the generalized Tanaka-

Webster connection (briefly, gTWc) on β-Kenmotsu manifolds. We find the curvature prop-

erties of a β-Kenmotsu manifold concerning gTWc, and studied the conditions for the

ϕ-projectively flat, ϕ-conformally flat and ϕ-concirculary flat β-Kenmotsu manifolds along

with the same connection. Also, we have discussed the ξ-flat properties on same curvatures

for the β-Kenmotsu manifold admitting gTWc. At the end we provide an example to verify

some of our results.

Keywords: β-Kenmotsu manifold, generalized Tanaka-Webster connection, curvature ten-
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1. Introduction

The generalized Tanaka-Webster connection (gTWc) is a canonical affine connection de-

fined on a non-degenerated pseudo-Hermitian CR-manifold. The gTWc was introduced by

Tanno [23] as a generalization of the connections defined at the end of 1976 by Tanaka in [22]

and Webster in [25]. These connections coincide with the Tanaka-Webster connection (TWc)

if the associated CR-structure is integrable. Many geometers studied some characterizations

of the gTWc on various manifolds. Recently, S.Y. Perktas et al. [18], Ghosh and De [5, 7],
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Gautam et al. [6], Ayar and Cavusoglu [2], and many others have studied the properties of

this connection on distinct structures. Also, see [12, 16].

Kenmotsu [13], introduced a new class of almost contact Riemannian manifolds, known

as the Kenmotsu manifold. As it is well known, odd-dimensional spheres permit Sasakian

structures, but odd-dimensional hyperbolic spaces do not admit Sasakian structures but do

have Kenmotsu structures. Kenmotsu manifolds are normal almost contact Riemannian

manifolds. The basic fundamental properties of the local structure of such manifolds were

investigated by many geometers. In general, the Kenmotsu manifolds are locally isometric

to warped product spaces with one-dimensional bases. Oubina [17] introduced the notion of

trans-Sasakian manifolds of type (α, β), which is the generalization of Kenmotsu manifolds

and Sasakian manifolds, and are closely related to the locally conformal Kähler manifolds.

A trans-Sasakian manifold of type (0, 0), (α, 0) and (0, β) are, respectively called, the cosym-

pletic, α-Sasakian and β-Kenmotsu manifold, where α and β be some scalar functions. In

particular, if α = 0, β = 1; α = 0, β is non-zero constant and α = 1, β = 0 then a trans

Sasakian manifold will be a Kenmotsu; homothetic Kenmotsu manifold and Sasakian mani-

fold, respectively. β-Kenmotsu manifolds have been studied by several authors, like Bozdag

et al. [3], Hui and Chakraborty [11], Kumar [15], Shaikh and Hui [19] and Mobin et al.[1].

We recommend the papers [8, 9, 10, 20, 21, 24] for more related stidies and references therein.

2. Preliminaries

In this section, we review basic definitions and results that are needed to state and prove

our results.

A (2n+ 1)-dimensional smooth differentiable manifold M is said to be an almost contact

metric structure (ϕ, ξ, η, g) if the following conditions are satisfying

ϕ2X = −X + η(X)ξ, η(ξ) = 1, ϕξ = 0, η ◦ ϕ = 0, (2.1)

g(X,Y ) = g(ϕX, ϕY ) + η(X)η(Y ), (2.2)

g(X,ϕY ) = −g(ϕX, Y ), (2.3)

g(X, ξ) = η(X) (2.4)

for all X,Y, Z on M, where ϕ is a (1, 1)-tensor field, ξ is a vector field and η is a 1-form. An

almost metric manifold M is said to be a β-Kenmotsu manifold if it satisfies

(∇Xϕ)Y = β[g(ϕX, Y )ξ − η(Y )ϕX], (2.5)
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(∇Xη)Y = β[g(X,Y )− η(X)η(Y )], (2.6)

∇Xξ = β[X − η(X)ξ], (2.7)

where ∇ is a Levi-Civita connection.

If β = 1, then M is called a Kenmotsu manifold, and if β is constant then M are named

homothetic Kenmotsu manifolds and provide a large variety of Kenmotsu manifolds. In a

β-Kenmotsu manifold M, the following relations hold:

R(X,Y )ξ = −β2[η(Y )X − η(X)Y ] + (Xβ){Y − η(Y )ξ} − (Y β){X − η(X)ξ},

R(ξ,X)Y = {β2 + ξβ}[η(Y )X − g(X,Y )ξ],

Ric(X, ξ) = −{2nβ2 + ξβ}η(X)− (2n− 1)(Xβ),

Ric(ϕX, ϕY ) = Ric(X,Y ) + {2nβ2 + ξβ}η(X)η(Y ) + (2n− 1)(Xβ)η(Y ), (2.8)

where X(β) = g(X,Dβ), D is the gradient operator of g.

An M is said to be η-Einstein if its Ricci tensor Ric( ̸= 0 ) satisfies

Ric(X,Y ) = ag(X,Y ) + bη(X)η(Y ),

for any vector fields X and Y on M, where a and b are smooth functions on M.

The gTWc ∇̂ for a contact metric manifold M is given by [23],

∇̂XY = ∇XY − η(Y )∇Xξ + (∇Xη)(Y )ξ + η(X)ϕY (2.9)

for all X, Y on M.

3. β-Kenmotsu Manifolds concerning ∇̂

In this section, we prove that the gTWc ∇̂ is a metric connection; and moreover, we obtain

an expression of the torsion tensor T̂ on the manifold.

Let M be a (2n+ 1)-dimensional β-Kenmotsu manifold. The gTWc ∇̂ on an M is given

by

∇̂XY = ∇XY − βη(Y )X + βg(X,Y )ξ + η(X)ϕY, (3.10)

where (2.6),(2.7) and (2.9) being used.

Now putting Y = ξ in (3.10) and using (2.1), (2.2) and (2.4), we get

∇̂Xξ = 0. (3.11)

From (2.9) and (2.3), we find

(∇̂Xη)Y = 0. (3.12)



INT. J. MAPS MATH. (2024) 7(2):258–272 / GTWC ON β-KENMOTSU MANIFOLDS 261

Also, from (2.9) and (2.5), we find

(∇̂Xg)(Y, Z) = 0. (3.13)

Thus, in the view of (3.11), (3.12) and (3.13), we can state the following:

Proposition 3.1. In an M, ξ and η are parallel with respect to ∇̂, which is a metric

connection.

Proposition 3.2. In an M, the integral curves of a vector field ξ are geodesic concerning

the gTWc ∇̂.

Now, since the connection ∇̂ is metric, so the torsion tensor T̂ of ∇̂ is given by

T̂ (X,Y ) = ∇̂XY − ∇̂Y X. (3.14)

From (3.10) and (3.14), we get

T̂ (X,Y ) = β{η(X)Y − η(Y )X}+ η(X)ϕY − η(Y )ϕX. (3.15)

Since, we know

g(∇̂XY, Z) = g(∇XY, Z) +
1

2
[g(T̂ (X,Y ), Z)− g(T̂ (X,Z), Y ) (3.16)

−g(T̂ (Y,Z), X)].

Using (3.15) in (3.16), we get (3.10). Hence, we can state:

Theorem 3.1. The gTWc ∇̂ associated with the connection ∇ is a unique affine connection,

which is metric and its torsion is of the form T̂ (X,Y ) = β{η(X)Y − η(Y )X} + η(X)ϕY −

η(Y )ϕX.

4. Curvature properties of β-Kenmotsu manifolds concerning ∇̂

In the currect section, we establish the relationships between R and R̂; Ric and R̂ic; and

s and ŝ with respect to ∇ and ∇̂.

The Riemannian curvature tensor with respect to ∇̂ on M is given by

R̂(X,Y )Z = ∇̂X∇̂Y Z − ∇̂Y ∇̂XZ − ∇̂[X,Y ]Z. (4.17)
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By using (3.10), (4.17) takes the form

R̂(X,Y )Z = R(X,Y )Z +X(β){g(Y,Z)ξ − η(Z)Y } (4.18)

−Y (β){g(X,Z)ξ − η(Z)X}+ β2{g(Y,Z)X − g(X,Z)Y },

where R(X,Y )Z = ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z.

The inner product of (4.18) with W yields

R̂(X,Y, Z,W ) = R(X,Y, Z,W ) +X(β){g(Y,Z)η(W )− η(Z)g(Y,W )}

−Y (β){g(X,Z)η(W )− η(Z)g(X,W )} (4.19)

+β2{g(Y,Z)g(X,W )− g(X,Z)g(Y,W )},

where R̂(X,Y, Z,W ) = g(R̂(X,Y )Z,W ).

Let {ei, ξ}2n+1
i=1 be the set of orthonormal basis of tangent space at each point of the manifold,

then contracting (4.19) over X and W , we get

R̂ic(Y, Z) = Ric(Y,Z) + 2nβ2g(Y,Z). (4.20)

From (4.20) it follows that

Q̂Z = QZ + 2nβ2Z, (4.21)

where R̂ic(Y,Z) = g(Q̂Y,Z).

Also, the scalar curvature ŝ is given by,

ŝ = s+ 2n(2n+ 1)β2. (4.22)

Hence, we can state:

Lemma 4.1. In an M admitting ∇̂ and β=constant, we have

• The curvature tensor R̂ is given by (4.18),

• The Ricci tensor R̂ic is given by (4.20) and it is symmetric,

• The Ricci operator Q̂ is given by (4.21),

• The scalar curvature ŝ is given by (4.22).

Lemma 4.2. In an M admitting ∇̂, we have

• R̂(X,Y )ξ = 0,

• R̂(X,Y )Z + R̂(Y,X)Z = 0,

• R̂(X,Y )Z + R̂(Y, Z)X + R̂(Z,X)Y = 0,
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• R̂ic(Y, ξ) = 0 if β is constant. Otherwise, R̂ic(Y, ξ) = −(ξβ)η(Y ) − (2n − 1)(Xβ),

for all X,Y, Z ∈ χ(M).

5. Projective curvature tensor in β-Kenmotsu manifolds concerning ∇̂

Let M be a (2n + 1)-dimensional Riemannain manifold. If there exists a one to one

correspondence between each coordinate neighbourhood of M and a domain in Euclidean

space such that any geodesic of the Riemannian manifold corresponds to a straight line

in the Euclidean space, then M is said to be locally projectively flat. For n ≥ 1, M is

locally projectively flat if and only if the projective curvature tensor vanishes. The projective

curvature tensor P1 with respect to the Levi-Civita connection ∇ is defined by [28]

P1(X,Y )Z = R(X,Y )Z − 1

2n
{Ric(Y, Z)X −Ric(X,Z)Y }, (5.23)

for all X, Y on M, where R are Ric are the Riemannian curvature tensor and the Ricci

tensor, respectively.

Definition 5.1. A β-Kenmotsu manifold M is said to be ξ-projectively flat with respect to

∇̂ if

P̂1(X,Y )ξ = 0,

where P̂1(X,Y )Z is the projective curvature tensor of dimension (2n+ 1) concerning ∇̂ and

is given by

P̂1(X,Y )Z = R̂(X,Y )Z − 1

2n
{R̂ic(Y,Z)X − R̂ic(X,Z)Y }, (5.24)

for all X,Y, Z ∈ χ(M).

Theorem 5.1. An M of dimension (2n + 1) is ξ-projectively flat with respect to ∇̂ if and

only if it is ξ-projectively flat with respect to ∇, provided β is constant.

Proof. From (4.18), (4.20) and (5.24), we have

P̂1(X,Y )Z = P1(X,Y )Z +X(β){g(Y, Z)ξ − η(Z)Y } (5.25)

−Y (β){g(X,Z)ξ − η(Z)X},

where P1(X,Y )Z is defined in (5.23). Now, putting Z = ξ in (5.25), and considering β as a

constant, we get

P̂1(X,Y )ξ = P1(X,Y )ξ.

□
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Definition 5.2. A β-Kenmotsu manifold M satisfying the condition

ϕ2(P̂1(ϕX, ϕY )ϕZ) = 0

is called ϕ-projectively flat with respect to ∇̂. As we know that

ϕ2(P̂1(ϕX, ϕY )ϕZ) = 0 ⇐⇒ g(P̂1(ϕX, ϕY )ϕZ, ϕW ) = 0 (5.26)

for all X,Y, Z,W ∈ χ(M).

Theorem 5.2. Let M be a (2n + 1)-dimensional ϕ-projectively flat β-Kenmotsu manifold

with respect to ∇̂ and β is constant. Then M is an η-Einstein manifold.

Proof. Let M be a ϕ-projectively flat β-Kenmotsu manifold with respect to ∇̂, then (5.26)

holds. Thus, from (5.24) and (5.26), we have

g(R̂(ϕX, ϕY )ϕZ, ϕW ) =
1

2n
{R̂ic(ϕY, ϕZ)g(ϕX, ϕW )− R̂ic(ϕX, ϕZ)g(ϕY, ϕW )},

which by using (4.18) and (4.20) turns to

g(R(ϕX, ϕY )ϕZ, ϕW ) = −β2{g(ϕY, ϕZ)g(ϕX, ϕW )− g(ϕX, ϕZ)g(ϕY, ϕW )} (5.27)

+
1

2n
{Ric(ϕY, ϕZ)g(ϕX, ϕW ) + 2nβ2g(ϕY, ϕZ)g(ϕX, ϕW )

−Ric(ϕX, ϕZ)g(ϕY, ϕW )− 2nβ2g(ϕX, ϕZ)g(ϕY, ϕW )}.

Now choosing a set {ei, ϕei, ξ}(1 ≤ i ≤ 2n) as an orthogonal basis of M, by contracting

(5.27) over X and W , we obtain

Ric(ϕY, ϕZ) = −(2nβ2 + ξβ)g(ϕY, ϕZ)

+
1

2n
{(2n− 1)Ric(ϕY, ϕZ) + 2n(2n− 1)β2g(ϕY, ϕZ)}.

This implies

Ric(ϕY, ϕZ) = −(β2 + ξβ)g(ϕY, ϕZ). (5.28)

By using (2.2) and (2.8) in (5.28), we have

Ric(Y,Z) = −(β2 + ξβ)g(Y,Z)− (2n− 1)β2η(Y )η(Z)− (2n− 1)Y (β)η(Z). (5.29)

Now, if β is constant, then (5.29) reduces to

Ric(Y, Z) = −β2g(Y,Z)− (2n− 1)β2η(Y )η(Z).

Thus M is an η-Einstein manifold. □
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6. Concircular curvature tensor in β-Kenmotsu manifolds concerning ∇̂

A transformation of a (2n + 1)-dimensional Riemannian manifold M, which transforms

every geodesic circle ofM into a geodesic circle, is called a concircular transformation [14, 27].

A concircular transformation is always a conformal transformation [14]. Here geodesic circle

means a curve in M whose first curvature is constant and second curvature is identically

zero. Thus the geometry of concircular transformations, i.e., the concircular geometry, is

generalization of inversive geometry in the sense that the change of metric is more general

than induced by a circle preserving diffeomorphism. An interesting invariant of a concircular

transformation is the concircular curvature tensor with respect to the Levi-Civita connection

and is defined by

P2(X,Y )Z = R(X,Y )Z − s

2n(2n− 1)
{g(Y,Z)X − g(X,Z)Y }, (6.30)

for all X, Y and Z on M, where s is the the scalar curvature with respect to the Levi-Civita

connection.

Definition 6.1. A β-Kenmotsu manifold M satisfying the condition

ϕ2(P̂2(ϕX, ϕY )ϕZ) = 0

is called ϕ-concircularly flat with respect to ∇̂, where P̂2(X,Y )Z is the concircular curvature

tensor of dimension (2n+ 1) with respect to ∇̂ and is given by

P̂2(X,Y )Z = R̂(X,Y )Z − ŝ

2n(2n− 1)
{g(Y,Z)X − g(X,Z)Y }. (6.31)

As we know that

ϕ2(P̂2(ϕX, ϕY )ϕZ) = 0 ⇐⇒ g(P̂2(ϕX, ϕY )ϕZ, ϕW ) = 0, (6.32)

for all X,Y, Z,W on M.

Theorem 6.1. Let M be a (2n+ 1)-dimensional ϕ-concircularly flat β-Kenmotsu manifold

with respect to ∇̂ and β is constant. Then M is an η-Einstein manifold.

Proof. If M is a ϕ-concircularly flat with respect to ∇̂, then (6.32) holds. Thus, from (6.31)

and (6.32), we have

g(R̂(ϕX, ϕY )ϕZ, ϕW ) =
ŝ

2n(2n− 1)
{g(ϕY, ϕZ)g(ϕX, ϕW ) (6.33)

−g(ϕX, ϕZ)g(ϕY, ϕW )}.
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By using (4.18) and (2.2) in (6.33), we have

g(R(ϕX, ϕY )ϕZ, ϕW ) = −β2{g(ϕY, ϕZ)g(ϕX, ϕW )− g(ϕX, ϕZ)g(ϕY, ϕW )}

=
s+ 2n(2n+ 1)β2

2n(2n− 1)
{g(ϕY, ϕZ)g(ϕX, ϕW ) (6.34)

−g(ϕX, ϕZ)g(ϕY, ϕW )}.

Now choosing {ei, ϕei, ξ}(1 ≤ i ≤ 2n) as a set of orthogonal basis of M and contracting

(6.34) over X and W , we obtain

Ric(ϕY, ϕZ) = (
s

2n
+ (β2 − ξβ))g(ϕY, ϕZ). (6.35)

By using (2.2) and (2.8) in (6.35), we have

Ric(Y, Z) = (
s

2n
+ (β2 − ξβ))g(Y, Z)− (

s

2n
+ (2n+ 1)β2)η(Y )η(Z) (6.36)

−(2n− 1)Y (β)η(Z).

Now, if β is constant, then (6.36) reduces to

Ric(Y,Z) = (
s

2n
+ β2)g(Y, Z)− (

s

2n
+ (2n+ 1)β2)β2η(Y )η(Z).

The above equation shows that M is an η-Einstein manifold. □

7. Conformal curvature tensor in β-Kenmotsu manifolds concerning ∇̂

If the Riemannian metric g on a manifold M is conformally related with a flat Euclidean

metric, then g is called conformally flat. A Riemannian manifold equipped with a confor-

mally flat Riemannian metric is named a conformally flat manifold. By using conformal

transformation, Weyl [26] introduced a generalized curvature tensor which vanishes when-

ever the metric is conformally flat. Due to this reason it is called confomal curvature tensor.

It is well-known that a Riemannian manifold M of dimension (2n+ 1) is conformally flat if

and only if the Weyl conformal curvature tensor field P3 vanishes for the dimension > 3. The

conformal curvature tensor P3 in a (2n+ 1)-dimensional Riemannian manifold is defined by

P3(X,Y )Z = R(X,Y )Z − 1

2n− 1
{Ric(Y, Z)X −Ric(X,Z)Y + g(Y, Z)QX

− g(X,Z)QY }+ s

2n(2n− 1)
{g(Y,Z)X − g(X,Z)Y }, (7.37)

for all vector fields X,Y, Z on M, where R, Ric, Q, and s be the Riemannian curvature

tensor, the Ricci tensor, the Ricci operator, and the scalar curvature, respectively.
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Definition 7.1. A β-Kenmotsu manifold M is ξ-conformally flat with respect to ∇̂ if

P̂3(X,Y )ξ = 0,

where P̂3(X,Y )Z is the conformal curvature tensor of dimension (2n+ 1) with respect to ∇̂

and is given by

P̂3(X,Y )Z = R̂(X,Y )Z − 1

(2n− 1)
{R̂ic(X,Z)X − R̂ic(X,Z)Y + g(Y,Z)Q̂X

−g(X,Z)Q̂Y }+ ŝ

2n(2n− 1)
{g(Y,Z)X − g(X,Z)Y } (7.38)

for all X,Y, Z on M.

Theorem 7.1. A (2n+1)-dimensional β-Kenmotsu manifold with respect to ∇̂ is ξ-conformally

flat iff it is ξ-conformally flat with respect to ∇, provided β is constant.

Proof. From (4.18), (4.20) and (7.38), we have

P̂3(X,Y )Z = P3(X,Y )Z +X(β){g(Y,Z)ξ − η(Z)Y } (7.39)

−Y (β){g(X,Z)ξ − η(Z)X},

where P3(X,Y )Z is defined by (7.37). By putting Z = ξ in (7.39), and considering β as a

constant, we get

P̂3(X,Y )ξ = P3(X,Y )ξ.

This completes the proof. □

Definition 7.2. A β-Kenmotsu manifold M is called ϕ-conformally flat with respect to ∇̂ if

ϕ2(P̂3(ϕX, ϕY )ϕZ) = 0 ⇐⇒ g(P̂3(ϕX, ϕY )ϕZ, ϕW ) = 0, (7.40)

for all X,Y, Z,W ∈ χ(M).

Theorem 7.2. Let M be a (2n + 1)-dimensional ϕ-conformally flat β-Kenmotsu manifold

with respect to ∇̂ and β is constant. Then M is an η-Einstein manifold.

Proof. If M is a ϕ-conformaly flat, then in the view of equation (7.38) and (7.40), we have

g(R̂(ϕX, ϕY )ϕZ, ϕW ) =
1

2n
{R̂ic(ϕY, ϕZ)g(ϕX, ϕW )− R̂ic(ϕX, ϕZ)g(ϕY, ϕW )

+g(ϕY, ϕZ)R̂ic(ϕX, ϕW )− g(ϕX, ϕZ)R̂ic(ϕY, ϕW )} (7.41)

− ŝ

2n(2n− 1)
{g(ϕY, ϕZ)g(ϕX, ϕW )− g(ϕX, ϕZ)g(ϕY, ϕW )}.
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By using (4.18) and (4.20), (7.41) takes the form

g(R(ϕX, ϕY )ϕZ, ϕW ) = −β2{g(ϕY, ϕZ)g(ϕX, ϕW )− g(ϕX, ϕZ)g(ϕY, ϕW )}

+
1

2n
{Ric(ϕY, ϕZ)g(ϕX, ϕW ) + 2nβ2g(ϕY, ϕZ)g(ϕX, ϕW )

−Ric(ϕX, ϕZ)g(ϕY, ϕW )− 2nβ2g(ϕX, ϕZ)g(ϕY, ϕW ) (7.42)

+g(ϕY, ϕZ)Ric(ϕX, ϕW ) + 2nβ2g(ϕY, ϕZ)g(ϕX, ϕW )

−g(ϕX, ϕZ)Ric(ϕY, ϕW )− 2nβ2g(ϕX, ϕZ)g(ϕY, ϕW )}

−s+ 2n(2n+ 1)β2

2n
g(ϕY, ϕZ).

Now choosing {ei, ϕei, ξ}(1 ≤ i ≤ 2n) as a set of orthogonal basis of M and contracting

(7.42) over X and W , we obtain

Ric(ϕY, ϕZ) = (
s

2n
− (2n− 1)(β2 + ξβ))g(ϕY, ϕZ). (7.43)

Now using (2.2) and (2.8) in (7.43), we have

Ric(Y, Z) = (
s

2n
− (2n− 1)(β2 + ξβ))g(Y,Z)

−(
s

2n
+ β2 − 2(n− 1)(ξβ))η(Y )η(Z)− (2n− 1)Y (β)η(Z). (7.44)

Now, if β is constant, then (7.44) reduces to

Ric(Y,Z) = (
s

2n
− (2n− 1)β2)g(Y,Z)− (

s

2n
+ β2)η(Y )η(Z).

The above equation shows that M is an η-Einstein manifold. □

8. Example

In this section, an example has been stated to verify some results of the paper.

We assume a 3-dimensional manifold M = {(u, v, w) ∈ R3}, where (u, v, w) are the usual

coordinates in R3. We choose the linearly independent vector fields at each point of M as

[20]

ϵ1 = w2 ∂

∂u
, ϵ2 = w2 ∂

∂v
, ϵ3 =

∂

∂w
.

Let the Riemannian metric g is defined by

g(ϵi, ϵj) =

 1 if i = j

0 if i ̸= j
; i, j = 1, 2, 3.

Let the 1-form η is defined by

η(X) = g(X, ϵ3),
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for any X on M. Let the (1, 1)-tensor field ϕ is defined by

ϕ(ϵ1) = −ϵ2, ϕ(ϵ2) = ϵ1, ϕ(ϵ3) = 0.

Using the linearity of ϕ and g, we have

ϕ2X = −X + η(X)ϵ3, η(ϵ3) = 1, g(ϕX, ϕY ) = g(X,Y )− η(X)η(Y )

for any X,Y on M. Thus for ϵ3 = ξ, the structure (ϕ, ξ, η, g) defines an almost contact

metric structure on M. For the connection ∇, we have

[ϵ1, ϵ2] = 0, [ϵ1, ϵ3] = − 2

w
ϵ1, [ϵ2, ϵ3] = − 2

w
ϵ2.

By using the Koszul’s formula, we find

∇ϵ1ϵ1 =
2
w ϵ3, ∇ϵ1ϵ2 = 0, ∇ϵ1ϵ3 = − 2

w ϵ1,

∇ϵ2ϵ1 = 0, ∇ϵ2ϵ2 =
2
w ϵ3, ∇ϵ2ϵ3 = − 2

w ϵ2,

∇ϵ3ϵ1 = 0, ∇ϵ3ϵ2 = 0, ∇ϵ3ϵ3 = 0.

(8.45)

From the above values, it is clear that (ϕ, ξ, η, g) is a β-Kenmotsu structure on M, hence

M(ϕ, ξ, η, g) is a 3-dimensional β-Kenmotsu manifold satisfying the conditions (2.5)-(2.7),

where β = − 2
w . Using the results from equation (8.45), we can obtain the non-vanishing

components of the Riemannian curvature tensor with respect to ∇ as follows:

R(ϵ1, ϵ2)ϵ1 =
4
w2 ϵ2, R(ϵ1, ϵ2)ϵ2 = − 4

w2 ϵ1, R(ϵ1, ϵ3)ϵ1 =
4
w2 ϵ3,

R(ϵ1, ϵ3)ϵ3 = − 4
w2 ϵ1, R(ϵ2, ϵ3)ϵ3 = − 4

w2 ϵ2, R(ϵ2, ϵ3)ϵ2 =
4
w2 ϵ3.

(8.46)

The Ricci tensor concerning to ∇ are

Ric(ϵi, ϵi) =


− 8

w2 , i = 1, 2, 3,

0, otherwise.

(8.47)

Thus, the scalar curvature s with respect to the ∇ given by

s = − 24

w2
. (8.48)

By using the values of (8.45) in (3.10), we obtain

∇̂ϵiϵj =


−ϵ2, i = 3, j = 1,

ϵ1, i = 3, j = 2,

0, otherwise.

(8.49)
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From the above results given in (8.49), we can easily calculate

R̂(ϵi, ϵj)ϵk = 0, R̂ic(ϵi, ϵj) = 0, Q̂ = 0, ŝ = 0, for 1 ≤ i, j, k ≤ 3. (8.50)

In view of (8.50), it can be easily seen from (5.24) and (7.38) that

P̂1(ϵ1, ϵ2)ϵ3 = P̂1(ϵ1, ϵ3)ϵ3 = P̂1(ϵ2, ϵ3)ϵ3 = 0,

P̂3(ϵ1, ϵ2)ϵ3 = P̂3(ϵ1, ϵ3)ϵ3 = P̂3(ϵ2, ϵ3)ϵ3 = 0,
(8.51)

respectively.

Also by using (8.46), (8.47) and (8.48) from (5.23) and (7.37), we find

P1(ϵ1, ϵ2)ϵ3 = P1(ϵ1, ϵ3)ϵ3 = P1(ϵ2, ϵ3)ϵ3 = 0,

P3(ϵ1, ϵ2)ϵ3 = P3(ϵ1, ϵ3)ϵ3 = P3(ϵ2, ϵ3)ϵ3 = 0,
(8.52)

respectively.

Thus, the first relations of the equations (8.51) and (8.52) and the second relations of the

equations (8.51) and (8.52) verifies Theorem 5.1 and Theorem 7.1, respectively.
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connection. Adıyaman Üniversitesi Fen Bilimleri Dergisi, 3(2), 79-93.

[19] Shaikh, A.A. & Hui, S. K. (2009). Locally ϕ-symmetric β-Kenmotsu manifold. Extracta mathematicae,

24(3), 301-316.

[20] Shaikh, A.A. & Hui, S. K. (2011). On extended generalized ϕ-recurrent β-Kenmotsu manifold. Publica-

tions De L’Institut Mathematique Nouvelle serie, tome 89(103) (2011), 77-88.

[21] Singh, A., Ahmad, M., Yadav, S. K. & Patel, S. (2024). Some results on β-Kenmotsu manifolds with a

non-symmetric non-metric connection. International Journal of Maps in Mathematics, 7(1), 20-32.

[22] Tanaka, N. (1976). On non-degenerate real hypersurfaces, graded Lie algebras and Cartan connections.

Japanese journal of Mathematics, New series, 2(1), 131-190.

[23] Tanno, S. (1969). The automorphism groups of almost contact Riemannian manifolds. Tohoku Mathe-

matical Journal, Second Series, 21(1), 21-38.
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Abstract. This paper presents the introduction of the concept of g-H-regularity within

the context of hereditary spaces. It delves into an exploration of various properties asso-

ciated with g-H-normality, offering proofs for some of these properties. Additionally, the

paper investigates the characterization of g-H-normality through the application of modified

versions of Urysohn’s lemma and the famous Tietze Extension Theorem.
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1. Introduction

The separation axioms play a pivotal role in the examination of topological spaces by

enabling us to use topological methods to distinguish between disjoint sets and distinct

points. In 2002, Á Császár [7] introduced the concept of generalized topology, which expands

upon this framework. For a non-empty set X, a family µ of subsets of X is designated as

a generalized topology on X if it satisfies two fundamental properties: it must include the

empty set ∅ and remain closed under arbitrary unions [6]. The pair (X,µ) is referred to as

a generalized topological space, where the elements of µ are known as µ-open sets, and their

complements are designated as µ-closed sets. We define the closure of a set A in this context

as clµ(A), given by ∩{F ⊂ X : X −F ∈ µ,A ⊂ F}, and the interior of A as intµ(A), defined

as ∪{G ⊂ X : G ∈ µ,G ⊂ A}.
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In 2004, Császár [8] introduced a modified framework for separation axioms (µ − T0,

µ − T1, µ − T2, µ − S1, µ − S2) tailored specifically for generalized topologies, where the

conventional open sets are substituted with µ-open sets. In 2007, he introduced the concept

of normality for generalized topological spaces and demonstrated several properties of normal

spaces. These properties were characterized using an adapted version of Urysohn’s lemma

[10]. Sarsak [17] expanded the study of separation axioms by introducing µ − D0, µ − D1,

µ − D2 generalized topological spaces. Xun et al. [18] conducted research on generalized

topological spaces and provided characterizations for µ−Ti spaces, for i = 0, 1, 2, 3, 4, as well

as µ − TD spaces and µ − R0 spaces. Additionally, Min conducted a study on separation

axioms within generalized topological spaces in [14].

Also hereditary classes, initially introduced by Császár [9], have been a subject of ongoing

exploration by numerous researchers over time. A non-empty familyH consisting of subsets of

X is termed a hereditary class onX if, whenever A is a subset of B and B is a member ofH, A

must also belong to H. The triple (X,µ,H) is denoted as a hereditary generalized topological

space, or simply a hereditary space. Császár [9] defined an operator cl∗(A) = A ∪A∗, where

A∗ = {x ∈ X : U ∩A /∈ H for each U ∈ µ, x ∈ U} for A ⊂ X. This operator induces another

generalized topology, denoted as µ∗, which is finer than µ, and it is referred to as the ∗-

generalized topology. The constituents of µ∗ are known as ∗-open sets and their complements

are designated as ∗-closed sets. Additionally, int∗(A) = ∪{G ⊂ X : G ∈ µ∗, G ⊂ A}. The

exploration of hereditary spaces has been a subject of ongoing research by various authors

[12, 1]. In a separate study, the author investigated some generalized separation axioms, such

as Hausdorff modulo H and H-regularity, as outlined in [5].

In 2009, Navaneethakrishnan et al. [16] introduced and examined the notions of Ig-normal

and Ig-regular ideal topological spaces, utilizing the concepts of Ig-open and Ig-closed sets

[15]. The author later extended these concepts to Hg-normal and Hg-regular hereditary

spaces in [4]. Furthermore, the author also introduced and investigated the concept of g-H-

normal spaces in the same study [4].

Recently, in 2024, Mesfer H. Alqahtani et al. [2] introduced a category of ℵ-open sets

in topological spaces and discussed its relationships with many different classes of open

sets. Additionally, the concepts of continuity of functions and separation axioms have been

investigated.

Many authors introduced modified separation axioms for generalized topologies in differ-

ent set-ups, which motivates the author to investigate further on separation axioms and find
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the generalizations of well known results for the same. This paper builds upon the previ-

ous research to provide further characterizations and a modified version of the well-known

Urysohn lemma and Tietze Extension Theorem specifically tailored for g-H-normal spaces.

Additionally, the concept of g-H-regular space is introduced and various properties of this

space are investigated.

2. Preliminaries

In our study, we will make reference to the following definitions and theorems:

Definition 2.1. [5] The generalized topological space (X,µ) is said to be µ-regular if, for

every point x within X and for every µ-closed set F that does not include x, there exist two

disjoint µ-open sets denoted as U and V in X, satisfying the conditions that x is an element

of U and F is entirely contained within V .

Definition 2.2. [3] In the context of a generalized topological space (X,µ) and any subset

Y of X, the collection {Y ∩ G : G ∈ µ} is a generalized topology on Y , which particularly

is referred to as the subspace generalized topology or relative generalized topology and it is

denoted by µY . Consequently, when we equip the set Y with this generalized topology µY , it

is described as a generalized subspace (or simply subspace) of X.

Definition 2.3. [4] A subset A of a generalized topological space X is said to be Hg-closed

when it satisfies the condition that if U is a µ-open set containing A, then A∗ must be entirely

contained within U . A is said to be Hg-open if X −A is Hg-closed.

Remark 2.1. [4] Each µ-open set is also Hg-open and each µ-closed set is also Hg-closed.

Definition 2.4. [4] A subset A of a generalized topological space X is called g-µ-closed when

it satisfies the condition that if U is µ-open set cotaining A, then clµ(A), the µ-closure of A,

must be entirely contained within U . A is said to be g-µ-open if X −A is g-µ-closed.

Definition 2.5. [4] A hereditary space (X,µ,H) is considered to be Hg-regular when, for

any point x and a µ-closed set B ⊂ X, provided that B does not contain x, there exist two

disjoint Hg-open sets U and V , within X satisfying x ∈ U and B ⊂ V .

Definition 2.6. [4] A hereditary space (X,µ,H) is Hg-normal if, for any two disjoint µ-

closed sets A and B in X, there exist two disjoint Hg-open sets U and V within X, such that

A is entirely contained in U and B is entirely contained in V .
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Definition 2.7. [4] A hereditary space (X,µ,H) is g-H-normal if, for any two disjoint Hg-

closed sets A and B in X, there exist two disjoint µ-open sets U and V within X such that

A is entirely contained in U and B is entirely contained in V .

Theorem 2.1. [9] For any two subsets A and B of a hereditary space (X,µ,H), the following

properties hold.

(1) A∗ ⊂ clµ(A).

(2) A∗ is µ-closed set, and therefore A∗ = clµ(A
∗) = clµ(A).

(3) cl∗(A) = A∗ = clµ(A) = clµ(A
∗), whenever A ⊂ A∗.

(4) If H = {∅}, then A∗ = clµ(A) = cl∗(A).

(5) (A ∩B)∗ ⊂ A∗ ∩B∗.

Lemma 2.1. [10] Let β be any family of subsets of the space X. The family ν of subsets of

X consists of the ∅ and all sets N that can be expressed as the union of sets
⋃

i∈I Bi, where

Bi ∈ β and I is a non-empty index set, is a generalized topology on X, which is referred to

as the generalized topology generated by the base β.

Example 2.1. [10] Consider X = R and the family of subsets β = {(−∞, t) : t ∈ R}
⋃
{(t,+∞) :

t ∈ R}. Then the generalized topology on R generated by β, denoted by ν, is known as the

usual generalized topology.

Lemma 2.2. [10] Suppose µ is a generalized topology on the space X and the generalized

topology ν on another space Y is generated by the base β. Then a mapping f : X → Y is

considered (µ, ν)-continuous if and only if the inverse image of each set B ∈ β under the

map f , denoted as f−1(B), belongs to the generalized topology µ.

Theorem 2.2. [4] A hereditary space (X,µ,H) is g-H-normal if and only if, for every Hg-

closed set A within X and an Hg-open set B that contains A, there exists a µ-open set V

satisfying A ⊂ V ⊂ clµ(V ) ⊂ B.

3. g-H-regular and g-H-normal Spaces

g-H-regular Spaces. This section will provide an introduction to the concept of g-H-regular

hereditary spaces and delve into an exploration of the different properties related to these

spaces.
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Definition 3.1. A hereditary space (X,µ,H) is defined to be g-H-regular if when, for a point

x in X and an Hg-closed set A that does not contain x, there exist two disjoint µ-open sets

U and V such that x is an element of U and A is entirely contained within V .

Definition 3.2. A generalized topological space (X,µ) is termed g-µ-regular if, for a point

x within X and a g-µ-closed set A that does not include x, there exist two disjoint µ-open

sets U and V such that x is a member of U and A is entirely contained within V .

Remark 3.1. Every hereditary space that is g-H-regular is also µ-regular because each set

that is µ-closed is also Hg-closed, however the converse does not necessarily hold, as illustrated

in Example 3.1.

Example 3.1. Let X = {p, q, r}, µ = {∅, {p}, {q, r}, X} and H = {∅}. This space is µ-

regular, but not g-H-regular, since {r} is Hg-closed set that does not contain q and there are

no disjoint µ-open sets that contain q and {r}.

The following Theorems 3.1 and 3.2 give characterizations of g-H-regular spaces.

Theorem 3.1. A hereditary space (X,µ,H) is g-H-regular if, and only if, for every point

x ∈ X and each Hg-open set A in X that includes x, there is a µ-open set V satisfying that

x ∈ V ⊂ clµ(V ) ⊂ A.

Proof. In a g-H-regular space X, consider a point x and an Hg-open set A containing x.

Then X−A is Hg-closed set that does not contain x. Since X is g-H-regular, there exist two

disjoint µ-open sets, V and W , such that x belongs to V and (X −A) is a subset of W . The

fact V ∩W = ∅ implies that clµ(V ) ⊂ X−W . Consequently, x ∈ V ⊂ clµ(V ) ⊂ X−W ⊂ A.

Conversely, suppose x is an element of X and A is any Hg-closed sets in X that does not

contain x. In this case, X−A is Hg-open set containing x. Then there exists a µ-open set V

such that x ∈ V ⊂ clµ(V ) ⊂ X −A. By defining W = X − clµ(V ), there will be two disjoint

µ-open sets V and W with the properties that x ∈ V and A ⊂ W . Therefore (X,µ,H) is

g-H-regular. □

By setting H = {∅} in the above Theorem 3.1, we can derive the following characterization

of g-µ-regular generalized topological spaces.

Corollary 3.1. A generalized topological space (X,µ) is g-µ-regular if and only if, for every

point x ∈ X and each g-µ-open set A that contains x, there exists a µ-open set U satisfying

x ∈ U ⊂ clµ(U) ⊂ A.
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Theorem 3.2. A hereditary space (X,µ,H) is g-H-regular if and only if, for every x ∈ X

and any Hg-closed set A that does not contain x, there exists a µ-open set V that contains x

such that clµ(V ) is disjoint from A.

Proof. The proof of the theorem is straightforward and follows directly from Theorem 3.1. □

The following Corollary 3.2 provides a way to characterize g-µ-regular spaces when we

take H = {∅} in the Theorem 3.2.

Corollary 3.2. A generalized topological space (X,µ) is g-µ-regular if and only if, for every

point x ∈ X and for any g-µ-closed set A that does not include x, there exists a µ-open set

V containing x such that clµ(V ) does not intersect with A.

We have defined Hg-regular hereditary spaces in [4]. Now we establish a relationship

between g-H-regularity and Hg-regularity of hereditary spaces in the Theorem 3.3.

Theorem 3.3. A hereditary space (X,µ,H), which is g-H-regular, is also Hg-regular.

Proof. The straightforward proof lies in the fact that every µ-open set is Hg-open and every

µ-closed set is Hg-closed. □

Remark 3.2. Every g-H-regular hereditary space is Hg-regular, as shown in the Theo-

rem 3.3, however the converse does not necessarily hold, as illustrated in Example 3.2.

Example 3.2. Let X = {p, q, r}, µ = {∅, {p}, {p, q}, {p, r}, X} and H = {∅, {p}}. Every

µ-open subset of X is ∗-closed, therefore every subset of X is Hg-open, which makes the space

(X,µ,H), Hg-regular. {r} is Hg-closed set that does not contain q and there are no disjoint

µ-open sets that contain q and {r}. Therefore (X,µ,H) is not g-H-regular.

g-H-normal Spaces. The notion of g-H-normal hereditary spaces was originally introduced

in the reference [4]. In this context, we will explore a range of properties and characterizations

of these g-H-normal hereditary spaces.

Theorem 3.4. Let X be g-H-normal space. Then a µ-closed subspace of X is g-H-normal.

Proof. In a µ-closed subspace Y of X, if A and B be two disjoint Hg-closed sets, then, by

Theorem 3.6, A and B are disjoint Hg-closed subsets of the space X. Since X is g-H-normal,

there exist two disjoint µ-open sets U and V in X such that A is contained in U and B

is contained in V . Then U ∩ Y and V ∩ Y are two disjoint µY -open sets in Y such that

A = (A ∩ Y ) ⊂ (U ∩ Y ) and B = (B ∩ Y ) ⊂ (V ∩ Y ). Hence Y is g-H-normal space. □
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The Theorem 3.5 discussed below establishes a relationship between the notions of g-H-

normality and Hg-normality within the context of hereditary spaces.

Theorem 3.5. If a hereditary space (X,µ,H) is g-H-normal, then it is Hg-normal.

Proof. The proof can be immediately established by the fact that every µ-open set is Hg-open

and every µ-closed set is Hg-closed. □

Remark 3.3. Every g-H-normal hereditary space is Hg-normal, as shown in the Theo-

rem 3.5, however the converse does not necessarily hold, as illustrated in Example 3.3.

Example 3.3. Consider the hereditary space X = {p, q, r}, µ = {∅, {p}, {p, q}, {p, r}, X}

and H = {∅, {p}}. In this space, every µ-open set is essentially ∗-closed, making every

subset of X, Hg-open. Consequently, (X,µ,H) is Hg-normal. However, {q} and {r} are

two disjoint Hg-closed sets which can not be separated by disjoint µ-open sets and therefore

(X,µ,H) is not g-H-normal.

Theorem 3.6. Consider a generalized subspace Y of the space X. If a subset A ⊂ Y is

Hg-closed within Y , then A is Hg-closed in X.

Proof. Let U be a µ-open set containing A. Then (U ∩ Y ) ∈ µY and A ⊂ (U ∩ Y ). Since A

is Hg-closed in Y , A∗ ⊂ (U ∩ Y ) ⊂ U . Therefore A is Hg-closed in X. □

Corollary 3.3. Consider a generalized subspace Y of the space X. If a subset A ⊂ Y is

µY -closed within Y then A is Hg-closed in X.

Theorem 3.7. Let Y be a generalized subspace of X. If a set A is Hg-closed within the

space X and Y is µ-closed within X, then the intersection A ∩ Y is Hg-closed within Y .

Proof. Consider (A∩Y ) ⊂ U with U ∈ µY . Then U can be expressed as U = (G∩Y ) for some

G ∈ µ. Then A = (A∩Y )∪(A∩(X−Y )) ⊂ (U∪(X−Y )) = (G∩Y )∪(X−Y ) = (G∪(X−Y )) ∈

µ, since Y is µ-closed in X. Also, A is Hg-closed set within X, A∗ ⊂ (G ∪ (X − Y )). Then

(A ∩ Y )∗ ⊂ (A∗ ∩ Y ∗) ⊂ (A∗ ∩ Y ) ⊂ ((G ∪ (X − Y )) ∩ Y ) = G ∩ Y = U . Therefore A is

Hg-closed in Y . □

Theorem 3.8. If a set A is Hg-closed and set B is µ-closed, then their intersection A ∩ B

is Hg-closed.

Proof. The proof can be deduced from the Theorems 3.6 and 3.7. □
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Urysohn’s Lemma. We will now provide a proof for the following variation of Urysohn’s

Lemma adapted for g-H-normal hereditary spaces:

Theorem 3.9. Necessary Condition for g-H-Normality in Hereditary Space: Let (X,µ,H)

be a g-H-normal hereditary space and let A, B be disjoint Hg-closed subsets of X. Then there

exist a function f : X → [0, 1] that is (µ, ν)-continuous where ν is the standard generalized

topology on the interval [0, 1], such that f(x) = 0 for x ∈ A and f(x) = 1 for x ∈ B.

Proof. Consider the collection D of dyadic fractions in the interval [0,1], defined as m
2n , where

m = 0, 1, 2, .....2n and n = 0, 1, 2, 3, ..... For each r ∈ D, we construct µ-open sets Ur and

µ-closed sets Fr in such a way that:

(1) Ur ⊂ Fr for each r ∈ D.

(2) If r and s are in D and r < s, then Fr ⊂ Us.

Start by setting F0 = A and U1 = X − B. As A and B are disjoint, A ⊂ (X − B). Using

Theorem 2.2, since A is Hg-closed and X − B is Hg-open, there exists a µ-open set and

therefore Hg-open U 1
2
such that A ⊂ U 1

2
⊂ clµ(U 1

2
) ⊂ X −B. Continuing this construction,

we can obtain Ur and Fr for each r ∈ D, ensuring that Ur ⊂ Fr and Fr ⊂ Us for r < s.

Define a function f : X → [0, 1] as f(x) = inf{r ∈ D : x ∈ Fr}. Then f(x) = 0 for

x ∈ F0 = A and f(x) = 1 for x ∈ B. To show that f is (µ, ν)-continuous, it is sufficient

to prove that f−1([0, a)) and f−1((b, 1]) are µ-open sets in X. f−1([0, a)) = ∪{Ur : r < a}

and f−1((b, 1]) = ∪{X − Fr : r > b}, ensuring that both sets are µ-open, making f , (µ, ν)-

continuous. □

The following Theorem 3.10 provides a sufficient condition for g-H-normality in hereditary

spaces.

Theorem 3.10. Sufficient Condition for g-H-Normality in Hereditary Space: If (X,µ,H)

is a hereditary space with the property that for any two disjoint Hg-closed subsets A and B

of X, there exist a function f : X → [0, 1] that is (µ, ν)-continuous, where ν is the standard

generalized topology on the interval [0, 1], such that f(x) = 0 for x ∈ A and f(x) = 1 for

x ∈ B, then X is g-H-normal.

Proof. Consider the sets f−1([0, 1/2)) and f−1((1/2, 1]). These sets are disjoint µ-open sets

in X containing A and B, respectively. Consequently, X is g-H-normal. □
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Tietze Extension Theorem. A modified version of the Tietze Extension Theorem has been

established for g-H-normal hereditary spaces, as outlined in Theorem 3.11.

Theorem 3.11. Let (X,µ,H) be a g-H-normal hereditary space and let f : F → R be a

(µF , ν)-continuous mapping, where F is an Hg-closed subset of X. Then there exist a (µ, ν)-

continuous mapping g : X → R such that g(x) = f(x) for all x ∈ F , where ν is usual

generalized topology on R.

Proof. We first assume that f is bounded function with c = sup{|f(y)| : y ∈ F}. We define

sets A0 = {y ∈ F : f(y) ≤ −c/3} and B0 = {y ∈ F : f(y) ≥ c/3}. These sets are disjoint

ν-closed sets in the interval [−c, c]. Since f is (µF , ν)-continuous mapping, f−1(A0) and

f−1(B0) are disjoint µF -closed sets and consequently Hg-closed sets in X. By Theorem 3.9,

there exists a (µ, ν)-continuous function g0 : X → [−c/3, c/3] such that g0(A0) = −c/3 and

g0(B0) = c/3. This function satisfies |g0| ≤ c/3 and |f − g0| ≤ 2c/3 on F . We then define

sets A1 = {y ∈ F : (f − g0)(y) ≤ −2c/9} and B1 = {y ∈ F : (f − g0)(y) ≥ 2c/9}. These sets

are again disjoint ν-closed sets in [−c, c] and therefore (f − g0)
−1(A1) and (f − g0)

−1(B1)

are disjoint µ-closed sets in X, making them Hg-closed sets in X. By applying Theorem 3.9,

we obtain a (µ, ν)-continuous function g1 : X → [−2c/9, 2c/9] such that g1(A1) = −2c/9

and g1(B1) = 2c/9 and |g1| ≤ 2c/9, |f − g0 − g1| ≤ 4c/9 on F . This process is continued,

producing a sequence {gn} of (µ, ν)-continuous functions defined on X such that |gn| ≤ 2nc
3n+1

and |f − g0 − g1......− gn| ≤ 2n+1c
3n+1 on F .

We define hn = g0 + g1 + ...... + gn for n ≥ 1. This is a sequence of (µ, ν)-continuous

functions on X. For n ≥ m, |hn − hm| is bounded by (23)
m+1c. Therefore, {hn} is a Cauchy

sequence and converges uniformly to a real valued function h on X. This limit function

h = limn→∞ hn = lim(g0 + g1 + ......+ gn) =
∑∞

n=0 gn and therefore h(x) = f(x) on F .

To complete the proof, we prove that h is (µ, ν)-continuous function. Let x ∈ X and V be a

ν-open set in R containing h(x). Since hn(x) converges uniformly to h, for any given ϵ > 0,

there exists an integer N such that hn(x) ∈ V for all n ≥ N . Since hn is (µ, ν)-continuous,

there exists a µ-open set U in X containing x such that hn(U) ⊂ V . Therefore, h(U) =

limn→∞ hn(U) ⊂ V . Thus, we have established that h is (µ, ν)-continuous, concluding the

proof. □
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4. Conclusion

This research primarily delves into two distinct areas within the realm of hereditary gener-

alized topological spaces. The first area explores the concept of g-H-regularity in hereditary

spaces, which provides generalized versions of fundamental properties typically associated

with regular topological spaces. In the second area, the focus shifts to the generalization of

renowned results such as Urysohn’s lemma and the Tietze Extension Theorem, specifically

within the context of g-H-normal hereditary spaces.
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1. Introduction

The notion of BCK-algebras was first formulated in 1966 [9] by Y. Imai and K. Iséki as a
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large class of abstract algebras: BCH-algebras [7, 8]. The class of BCI-algebras is a proper

subclass of the class of BCH-algebras. In 1998, Y. B. Jun, E. H. Roh and H.S. Kim introduced

a new concept, called a BH-algebra, which is generalization of BCH/BCI/BCK-algebras [11].

They argued further properties of BH-algebras. In 2011, H. H. Abbass and H. M. Saeed

introduced the notions of (a closed ideal and closed BCH-algebra) with respect to an element

of a BCH-algebra[3]. In 2012, H. H. Abbass and H. A. Dahham introduced the notion

of completely closed ideal of a BH-algebra [2]. In 2014, H. H. Abbass and S. A. Neamah

introduced the notion of a fuzzy implicative ideal with respect to an element of a BH-algebra

[4].

The Sheffer stroke operation was originally introduced by H. M. Sheffer [20]. Since any

Boolean function or operation can be stated by only this operation [12], it attracts the at-

tention of many researchers. It also leads to reduction of axiom systems of many structures.

Also, some applications of this operation have appeared in algebraic structures such as Shef-

fer stroke BG-algebras [13], Sheffer stroke BCK-algebras [14], the Sheffer stroke operation

reducts of basic algebra [15], a construction of very true operator on Sheffer stroke MLT-

algebras [17], congruences of Sheffer Stroke Basic Algebras [16], a view on state operators in

Sheffer stroke basic algebras [18] and Bosbach state operators on Sheffer stroke MTL-algebras

[19].

After giving main definitions and concepts of a Sheffer stroke and a BH-algebra, a Sheffer

stroke BH-algebra is defined. It is proved that the axiom system of a Sheffer stroke BH-

algebra is independent. By presenting fundamental notions about this algebraic structure,

the connection between a Sheffer stroke BH-algebras is a BH-algebra is given. It is shown

that Cartesian product of two Sheffer stroke BH-algebras is a Sheffer stroke BH-algebra.

After defining a subalgebra and a normal subset, the relationship between a subalgebra and

a normal subset on a Sheffer stroke BH-algebra is shown. A filter in a Sheffer stroke BH-

algebra is defined. It is proved that the family of all filters of a Sheffer stroke BH-algebra

forms a complete lattice. Then a homomorphism on a Sheffer stroke BH-algebra is defined

and it is shown that the notion of a filter on a Sheffer stroke BH-algebra is preserved under

the homomorphism. It is presented that a quotient of a Sheffer stroke BH-algebra is a Sheffer

stroke BH-algebra. furthermore, a kernel of a homomorphism is constructed and proved that

the kernel is a filter under a condition.
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2. Preliminaries

In this part, we give the basic definitions and notions about a Sheffer stroke and a BH-

algebra.

Definition 2.1. [5] Let A = ⟨A, |⟩ be a groupoid. The operation | is said to be a Sheffer

stroke if it satisfies the following conditions:

(S1) ă1|ă2 = ă2|ă1,

(S2) (ă1|ă1)|(ă1|ă2) = ă1,

(S3) ă1|((ă2|ă3)|(ă2|ă3)) = ((ă1|ă2)|(ă1|ă2))|ă3,

(S4) (ă1|((ă1|ă1)|(ă2|ă2)))|(ă1|((ă1|ă1)|(ă2|ă2))) = ă1.

Definition 2.2. [11] A BH-algebra is an algebra (A, ∗, 0) of type (2, 0) satisfying the following

conditions:

(BH.1) ă1 ∗ ă1 = 0,

(BH.2) ă1 ∗ ă2 = 0 and ă2 ∗ ă1 = 0 imply ă1 = ă2,

(BH.3) ă1 ∗ 0 = ă1

for all ă1, ă2 ∈ A.

A BH-algebra is called bounded if it has the greatest element.

Definition 2.3. [11] A nonempty subset S of a BH-algebra A is called a BH-subalgebra if

ă1 ∗ ă2 ∈ S, for all ă1, ă2 ∈ S.

Definition 2.4. [1] Let A be a BH-algebra. A nonempty subset N of A is said to be normal

if (ă1 ∗ x) ∗ (ă2 ∗ y) ∈ N , for any ă1 ∗ ă2, x ∗ y ∈ N .

Definition 2.5. [1] A filter of a BH-algebra A is a non-empty subset F of A satisfying the

following conditions:

(F1) If ă1 ∈ F and ă2 ∈ F , then ă2 ∗ (ă2 ∗ ă1) ∈ F and ă1 ∗ (ă1 ∗ ă2) ∈ F ,

(F2) If ă1 ∈ F and ă1 ∗ ă2 = 0 then ă2 ∈ F .

Definition 2.6. [6] A BH-algebra A is called an associative BH-algebra if (ă1 ∗ ă2) ∗ ă3 =

ă1 ∗ (ă2 ∗ ă3), for all ă1, ă2, ă3 ∈ A.

Definition 2.7. [3] Let A be a BH-algebra. Then the set A+ = {ă1 ∈ A|0 ∗ ă1 = 0} is called

the BCA-part of A.
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3. Sheffer stroke BH-algebras

In this section, we provide fundamental definitions and concepts regarding a Sheffer stroke

and a BH-algebra.

Definition 3.1. A Sheffer stroke BH-algebra is a structure (A, |, 0) of type (2, 0), where 0 is

the constant on A and the following axioms hold for all ă1, ă2 ∈ A:

(sBH.1) (ă1|(ă1|ă1))|(ă1|(ă1|ă1)) = 0,

(sBH.2) (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0 and (ă2|(ă1|ă1))|(ă2|(ă1|ă1)) = 0 imply ă1 = ă2.

Let A be a Sheffer stroke BH-algebra unless otherwise stated.

Lemma 3.1. The axioms (sBH.1) and (sBH.2) are independent:

Proof. Consider the groupoid ({0, 1}, |p).

(1) Independence of (sBH.1):

Table 1. Operation table for independence of (sBH.1)

|p 0 1

0 1 1

1 0 0

Then |p satisfies (sBH.2) but not (sBH.1) since (1|p(1|p1))|p(1|p(1|p1)) = (0|p0) = 1 ̸= 0.

(2) Independence of (sBH.2):

Table 2. Operation table for independence of (sBH.2)

|q 0 1

0 0 1

1 1 0

Then |q satisfies (sBH.1) but not (sBH.2) since (0|q(1|q1))|q(0|q(1|q1)) = 0|q0 = 0 and

(1|q(0|q0))|q(1|q(0|q0)) = 1|q1 = 0 but 1 ̸= 0.

□
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Example 3.1. Consider a set A = {0, x, y, 1}, and define a Sheffer stroke | by Table 3 and

its Hasse diagram is given in Figure 1.

Table 3

| 0 x y 1

0 1 1 1 1

x 1 y 1 y

y 1 1 x x

1 1 y x 0

Figure 1. Hasse diagram

Then (A, |) is a Sheffer stroke BH-algebra.

Lemma 3.2. Let A be a Sheffer stroke BH-algebra. Then the following features hold for all

ă1, ă2, ă3 ∈ A:

(1) (ă1|(ă1|ă1))|(ă1|ă1) = ă1,

(2) (0|0)|(ă1|ă1) = ă1,

(3) (ă1|(0|0))|(ă1|(0|0)) = ă1,

(4) ă1|0 = 0|0,

(5) ă1|((ă2|(ă3|ă3))|(ă2|(ă3|ă3))) = ă2|((ă1|(ă3|ă3))|(ă1|(ă3|ă3))),

(6) (ă1|((ă2|(ă3|ă3))|(ă2|(ă3|ă3))))|((ă2|(ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|(ă1|(ă3|ă3))|(ă1|(ă3|

ă3)))) = 0|0,

(7) ă1|(((ă1|(ă2|ă2))|(ă2|ă2))|((ă1|(ă2|ă2))|(ă2|ă2))) = 0|0,

(8) ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă1|ă1) = 0|0,

(9) ((ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))))|(ă2|ă2) = 0|0.

Proof. (1) Substituting [ă2 := (ă1|ă1)] in (S2), we obtain

(ă1|ă1)|(ă1|(ă1|ă1)) = ă1.
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Then we have (ă1|(ă1|ă1))|(ă1|ă1) = ă1 from (S1).

(2) By (sBH.1), (S2) and (1), we obtain

(0|0)|(ă1|ă1) = (((ă1|(ă1|ă1))|(ă1|(ă1|ă1)))|((ă1|(ă1|ă1))|(ă1|(ă1|ă1))))|(ă1|ă1)

= (ă1|(ă1|ă1))|(ă1|ă1)

= ă1.

(3) By (S1), (S2) and (2), we have

(ă1|(0|0))|(ă1|(0|0)) = (((ă1|(ă1)|(ă1|ă1))|(0|0))|((ă1|(ă1)|(ă1|ă1))|(0|0)))

= ((0|0)|((ă1|ă1)|(ă1|ă1)))|((0|0)|((ă1|ă1)|(ă1|ă1)))

= (ă1|ă1)|(ă1|ă1)

= ă1.

(4) By (S1), (S2) and (2), it is implied that

ă1|0 = ă1|((0|0)|(0|0))

= ((0|0)|(ă1|ă1))|((0|0)|(0|0))

= ((0|0)|(0|0))|((0|0)|(ă1|ă1))

= (0|0).

(5) By (S1) and (S3), we have

ă1|((ă2|(ă3|ă3))|(ă2|(ă3|ă3))) = (((ă1|ă2)|(ă1|ă2))|(ă3|ă3))

= (((ă2|ă1)|(ă2|ă1))|(ă3|ă3))

= ă2|((ă1|(ă3|ă3))|(ă1|(ă3|ă3))).

(6) It is obtained from (sBH.1) and (5).
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(7) In (S3), by substituting [ă2 := ă1|(ă2|ă2)] and [ă3 := ă2|ă2] and applying (S1), (S3)

and (sBH.1), we obtain

ă1|((ă1|(ă2|ă2))|(ă2|ă2))|((ă1|(ă2|ă2))|(ă2|ă2)) = ă1|(((ă2|ă2)|ă1|(ă2|ă2))|

((ă2|ă2)|(ă1|(ă2|ă2))))

= ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|

(ă1|(ă2|ă2))

= (ă1|(ă2|ă2))|((ă1|(ă2|ă2))|

(ă1|(ă2|ă2)))

= 0|0.

(8) By (S1), (S3), (sBH.1) and (4), we have

((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă1|ă1) = (ă1|ă1)|((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))

= (((ă1|ă1)|ă1)|((ă1|ă1)|ă1))|(ă2|ă2)

= ((ă1|(ă1|ă1))|(ă1|(ă1|ă1)))|(ă2|ă2)

= 0|(ă2|ă2)

= 0|0.

(9) By (S1), (S3) and (sBH.1), we get

((ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))))|(ă2|ă2) = (ă2|ă2)|((ă1|(ă1|(ă2|ă2)))|

(ă1|(ă1|(ă2|ă2))))

= (((ă2|ă2)|ă1)|((ă2|ă2)|ă1))|

(ă1|(ă2|ă2))

= (ă1|(ă2|ă2))|((ă1|(ă2|ă2))|

(ă1|(ă2|ă2)))

= 0|0.

□

Theorem 3.1. Let (A, |, 0) be a Sheffer stroke BH-algebra. If we define

ă1 ∗ ă2 := (ă1|(ă2|ă2))|(ă1|(ă2|ă2)),
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then (A, ∗, 0) is a BH-algebra.

Proof. By using (sBH.1), (sBH.2), Lemma 3.2 (3), we have

(BH.1) : ă1 ∗ ă1 = (ă1|(ă1|ă1))|(ă1|(ă1|ă1)) = 0.

(BH.2): ă1 ∗ ă2 = (ă1|(ă2|(ă2))|(ă1|(ă2|(ă2)) = 0 and ă2 ∗ ă1 = (ă2|(ă1|(ă1))|(ă2|(ă1|(ă1)) = 0

imply ă1 = ă2.

(BH.3): ă1 ∗ 0 = (ă1|(0|0))|(ă1|(0|0)) = ă1.

Then (A, ∗, 0) is a BH-algebra. □

Example 3.2. Consider the Sheffer stroke BH-algebra (A, |, 0) in Example 3.1 and define

the binary operation ∗ by Table 4.

Table 4

∗ 0 x y 1

0 0 0 0 0

x x 0 x 0

y y y 0 0

1 1 y x 0

Then (A, ∗, 0) is a BH-algebra.

Theorem 3.2. Let (A, ∗, 0, 1) be a bounded BH-algebra. If we define ă1|ă2 = (ă1 ∗ ă02)0 and

ă01 = 1 ∗ ă1, where ă1 ∗ (1 ∗ ă1) = ă1 and 1 ∗ (1 ∗ ă1) = ă1, then (A, |, 0) is a Sheffer stroke

BH-algebra.

Proof. (sBH.1): By using (BH.1), we have

(ă1|(ă1|ă1))|(ă1|(ă1|ă1)) = (ă1 ∗ ă1)0|(ă1 ∗ ă1)0

= ((ă1 ∗ ă1)0)0

= ă1 ∗ ă1

= 0.

(sBH.2): By using (BH.2), we obtain

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = ă1 ∗ ă2 = 0

and (ă2|(ă1|ă1))|(ă2|(ă1|ă1)) = ă2 ∗ ă1 = 0 imply ă1 = ă2.

Then (A, |, 0) is a Sheffer stroke BH-algebra. □
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Example 3.3. Consider a set A = {0, x, y, z, t, u, v, 1}, and define the binary operation by

Table 5 and the Sheffer stroke ”|” by Table 6. Then (A, ∗, 0, 1) is a a bounded BH-algebra

and (A, |, 1) is a Sheffer stroke BH-algebra.

Table 5

∗ 0 x y z t u v 1

0 0 0 0 0 0 0 0 0

x x 0 x x 0 0 x 0

y y y 0 y 0 y 0 0

z z z z 0 z 0 0 0

t t y x t 0 y x 0

u u z u x z 0 x 0

v v v z y z y 0 0

1 1 v u t z y x 0

Table 6

| 0 x y z t u v 1

0 1 1 1 1 1 1 1 1

x 1 v 1 1 v v 1 v

y 1 1 u 1 u 1 u u

z 1 1 1 t 1 t t t

t 1 v u 1 z v u z

u 1 v 1 t v y t y

v 1 1 u t u t x x

1 1 v u t z y x 0

Theorem 3.3. Let (A, |A, 0A) and (B, |B, 0B) be Sheffer stroke BH-algebras. Then, (A ×

B, |A×B, 0A×B) is a Sheffer stroke BH-algebra where the set A× B is the Cartesian product

of A and B, the operation |A×B is defined by (ă1, b1)|A×B(ă2, b2) = (ă1|Aă2, b1|Bb2) and

0A×B = (0A, 0B).

Definition 3.2. A Sheffer stroke BH-algebra A is called an associative Sheffer stroke BH-

algebra if ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă3|ă3) = (ă1|(ă2|(ă3|ă3))) holds for all ă1, ă2, ă3 ∈ A.
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Theorem 3.4. Let A be an associative Sheffer stroke BH-algebra. Then the following prop-

erties are hold:

(1) (0|(ă1|ă1))|(0|(ă1|ă1)) = ă1,

(2) (ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) = ă2,

(3) (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă2|(ă1|ă1))|(ă2|(ă1|ă1)),

(4) ((ă3|(ă1|ă1))|(ă3|(ă1|ă1)))|(ă3|(ă2|ă2)) = ă1|(ă2|ă2),

(5) (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0 implies ă1 = ă2,

(6) ((ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))))|(ă2|ă2) = 0|0,

(7) ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă3|ă3) = ((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|ă2),

(8) ((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|(a4|a4)) = ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă3|(a4|a4)).

Proof. (1) By Lemma 3.2 (3), (S2) and (sBH.1), we have

(0|(ă1|ă1))|(0|(ă1|ă1)) = (((ă1|(ă1|ă1))|(ă1|(ă1|ă1)))|(ă1|ă1))|(((ă1|(ă1|ă1))|

(ă1|(ă1|ă1)))|(ă1|ă1))

= (ă1|(ă1|(ă1|ă1)))|(ă1|(ă1|(ă1|ă1)))

= (ă1|(0|0))|(ă1|(0|0))

= ă1.

(2) By (sBH.1) and (1), we obtain

(ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) = ((ă1|(ă1|ă1))|(ă1|(ă1|ă1)))(ă2|ă2)|

((ă1|(ă1|ă1))|(ă1|(ă1|ă1)))(ă2|ă2)

= (0|(ă2|ă2))|(0|(ă2|ă2))

= ă2.

(3) By (S2), (sBH.1) and (2),

((ă2|(ă1|ă1))|(ă2|(ă1|ă1)))|((ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2)))

|((ă2|(ă1|ă1))|(ă2|(ă1|ă1)))|((ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2)))

= ((ă2|(ă1|ă1))|(ă2|(ă1|ă1)))|(ă1|(ă2|ă2)))|((ă2|(ă1|ă1))|(ă2|(ă1|ă1)))|(ă1|(ă2|ă2)))

= (ă2|(ă1|(ă1|(ă2|ă2))))|(ă2|(ă1|(ă1|(ă2|ă2))))

= (ă2|(ă2|ă2))|(ă2|(ă2|ă2))

= 0.
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Similarly, we get

((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă2|(ă1|ă1)))|((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă2|(ă1|ă1))) = 0.

Therefore, we obtain from (sBH.2) that (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă2|(ă1|ă1))|(ă2|(ă1|ă1)).

(4) By (sBH.1), (1) and (3),

((ă3|(ă1|ă1))|(ă3|(ă1|ă1)))|(ă3|(ă2|ă2)) = ((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă3|(ă2|ă2))

= ă1|(ă3|(ă3|(ă2|ă2)))

= ă1|(((ă3|(ă3|ă3))|(ă3|(ă3|ă3)))|(ă2|ă2))

= ă1|(0|(ă2|ă2))

= ă1|(ă2|ă2).

(5) Let (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0. Then (ă2|(ă1|ă1))|(ă2|(ă1|ă1)) = 0 from (3). Thus

ă1 = ă2 from (sBH.2).

(6) ((ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))))|(ă2|ă2) = (ă2|(ă2|ă2)) = 0|0 from (2) and (sBH.1).

(7) By (3), we have

((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă3|ă3) = (ă1|(ă2|(ă3|ă3)))

= (ă1|(ă3|(ă2|ă2)))

= ((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|ă2).

(8) By (3) and (7), we have

((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|(a4|a4)) = ((ă1|(ă2|(a4|a4)))|(ă1|(ă2|(a4|a4))))|(ă3|ă3)

= (((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(a4|a4)|

((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(a4|a4))|

(ă3|ă3)

= ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(a4|(ă3|ă3))

= ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă3|(a4|a4)).

□

Definition 3.3. A non-empty subset S of a Sheffer stroke BH-algebra A is called a Sheffer

stroke BH-subalgebra of A if (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ S, for all ă1, ă2 ∈ S.
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Example 3.4. In Example 3.1, S1 = {0, x}, S2 = {0, y} and S3 = {0, x, y} are subalgebras

of A.

Theorem 3.5. Let (A, |, 0) be a Sheffer stroke BH-algebra and ∅ ≠ S ⊆ A. Then the

following are equivalent:

(a) S is a subalgebra of A,

(b) (ă1|(ă2|(0|0)))|(ă1|(ă2|(0|0))) ∈ S for any ă1, ă2 ∈ S.

Proof. (a) ⇒ (b): Since S ̸= ∅, there exists an element ă1 ∈ S and

0 = (ă1|(ă1|ă1))|(ă1|(ă1|ă1)) ∈ S.

Since S is closed under |, (ă2|(0|0))|(ă2|(0|0)) ∈ S and thus

(ă1|((ă2|(0|0))|(ă2|(0|0))|(ă2|(0|0))|(ă2|(0|0))))|(ă1|((ă2|(0|0))|(ă2|(0|0))|(ă2|(0|0))|(ă2|(0|0))))

= (ă1|(ă2|(0|0)))|(ă1|(ă2|(0|0))) ∈ S.

(b) ⇒ (a): By using Lemma 3.2 (3), we get (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă1|((ă2|(0|0))|(ă2|

(0|0))|(ă2|(0|0))|(ă2|(0|0))))|(ă1|((ă2|(0|0))|(ă2|(0|0))|(ă2|(0|0))|(ă2|(0|0)))) = (ă1|(ă2|(0|0)))|

(ă1|(ă2|(0|0))) ∈ S for any ă1, ă2 ∈ S. □

Definition 3.4. The set A+ = {ă1 ∈ A|(0|(ă1|ă1))|(0|(ă1|ă1)) = 0} is called a BCA-part of

A.

Example 3.5. Given the Sheffer stroke BH-algebra in Example 3.1. Then it is obvious that

the set A+ = {0, x, y, 1} is a BCA-part of A.

Theorem 3.6. Let A be a Sheffer stroke BH-algebra. Then A+ is a subalgebra of A.

Proof. Clearly, 0 ∈ A+ and so A+ is nonempty. Let ă1, ă2 ∈ A+. By (S2) and Lemma 3.2

(4), we have

(0|((ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2))))|(0|((ă1|(ă2|ă2))|(ă1|(ă2|ă2))|(ă1|(ă2|ă2))|

(ă1|(ă2|ă2))))

= (0|((ă1|(ă2|ă2))))|(0|((ă1|(ă2|ă2))))

= (0|0)|(0|0)

= 0.

Then (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ A+ and so A+ is a subalgebra of A. □
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Definition 3.5. A non-empty subset N of A is said to be normal subset of A if

(((ă1|(a|a))|(ă1|(a|a)))|(ă2|(b|b)))|(((ă1|(a|a))|(ă1|(a|a)))|(ă2|(b|b))) ∈ N,

for any (ă1|(ă2|ă2))|(ă1|(ă2|ă2)), (a|(b|b))|(a|(b|b)) ∈ N.

Example 3.6. In Example 3.1, N = {0, x} is a normal subset of A when [ă1 := 0], [ă2 :=

1], [a := x], and [b := y]. Since (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (0|(1|1))|(0|(1|1)) = 0 ∈ N and

(a|(b|b))|(a|(b|b)) = (x|(y|y))|(x|(y|y)) = x ∈ N , we have

(((ă1|(a|a))|(ă1|(a|a)))|(ă2|(b|b)))|(((ă1|(a|a))|(ă1|(a|a)))|(ă2|(b|b)))

= (((0|(x|x))|(0|(x|x)))|(1|(y|y)))|(((0|(x|x))|(0|(x|x)))|(1|(y|y))) = 1|1 = 0 ∈ N .

Theorem 3.7. Every normal subset N of a Sheffer stroke BH-algebra A is a Sheffer stroke

subalgebra of A.

Proof. If ă1, ă2 ∈ N then (ă1|(0|0))|(ă1|(0|0)), (ă2|(0|0))|(ă2|(0|0)) ∈ N . Since N is normal ,

then (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(0|(0|0))|((ă1|(ă2|ă2))|(ă1|

(ă2|ă2)))|(0|(0|0)) ∈ N . Therefore, N is a Sheffer stroke subalgebra of A. □

Remark 3.1. The converse of Theorem 3.7 does not hold. In Example 3.1, N = {0, x, y} is

a subalgebra of A, but it is not normal, since (1|(y|y))|(1|(y|y)) = x ∈ N , (0|(1|1))|(0|(1|1)) =

0 ∈ N , while (((1|(0|0))|(1|(0|0)))|(y|(1|1)))|(((1|(0|0))|(1|(0|0)))|(y|(1|1))) = 0|0 = 1 /∈ N .

Proposition 3.1. Let N be a Sheffer stroke normal subalgebra of A. If (ă1|(ă2|ă2))|(ă1|(ă2|ă2))

∈ N for ă1, ă2 ∈ N , then (ă2|(ă1|ă1))|(ă2|(ă1|ă1)) ∈ N .

Proof. Let (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ N . Since (ă2|(ă2|ă2))|(ă2|(ă2|ă2)) = 0 ∈ N and N is a

normal subalgebra,

(ă2|(ă1|ă1))|(ă2|(ă1|ă1)) = ((ă2|(ă1|ă1))|(ă2|(ă1|ă1)))|((ă2|(ă2|ă2))|(ă2|(ă2|ă2))|(ă2|(ă2|ă2))|

(ă2|(ă2|ă2)))|((ă2|(ă1|ă1))|(ă2|(ă1|ă1)))|((ă2|(ă2|ă2))|(ă2|(ă2|ă2))|(ă2|(ă2|ă2))|(ă2|(ă2|ă2))) ∈ N

from (sBH.1) and Lemma 3.2 (3). □

4. On Filters of Sheffer stroke BH-algebras

We introduce the notion of filter in a Sheffer stroke BH-algebra in this section.

Definition 4.1. A filter of A is a nonempty subset F ⊆ A satisfying

(SF.1) If ă1, ă2 ∈ F , then

(ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))) ∈ F
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and

(ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) ∈ F.

(SF.2) If ă1 ∈ F and (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0, then ă2 ∈ F .

Example 4.1. Consider the Sheffer stroke BH-algebra in Example 3.3. Then it is obvious

that {t, 1} is a filter of A.

Theorem 4.1. The family KA of all filters in A forms a complete lattice.

Proof. Let {Fi}i∈I be a family of filters of A. If ă1, ă2 ∈
⋂

i∈I Fi, then ă1, ă2 ∈ Fi, for all

i ∈ I. Since Fi is a filter of A, then (ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))), (ă1|(ă1|(ă2|ă2)))|(ă1|

(ă1|(ă2|ă2))) ∈ Fi. Thus,

(ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))), (ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) ∈
⋂
i∈I

Fi.

(i) Suppose that ă1 ∈
⋂

i∈I Fi and (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈
⋂

i∈I Fi hold for ă1, ă2 ∈ A,

that is ă1 ∈ Fi and (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0 hold for all i ∈ I. Then it is obtained

from (SF.2) that ă2 ∈ Fi for all i ∈ I. Then ă2 ∈
⋂

i∈I Fi.

(ii) Let η be the family of all filters of A containing the union
⋃

i∈I Fi. Then
⋂
η is a

filter of A from (i). If
∧

i∈I Fi =
⋂

i∈I Fi and
∨

i∈I Fi =
⋂
η, then (KA,

∧
,
∨
) is a

complete lattice.

□

Corollary 4.1. Let B be a subset of A. Then there is the minimal filter ⟨B⟩ containing the

subset B.

Proof. Let ε = {F : F is a filter of A containing B}. Then ⟨B⟩ = {x ∈ A : x ∈
⋂

F∈ε F}

is the minimal filter of A containing B. □

Theorem 4.2. Let S be a subalgebra of A. If

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă3|(ă2|ă2))|(ă3|(ă2|ă2)) implies ă1 = ă3

holds for all ă1, ă2, ă3 ∈ A, then S is a filter of A.

Proof. (SF.1) Let S be a subalgebra of A and ă1, ă2 ∈ S. Then (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ S

and (ă2|(ă1|ă1))|(ă2|(ă1|ă1)) ∈ S. So (ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) ∈ S and (ă2|(ă2|(ă1|ă1)

))|(ă2|(ă2|(ă1|ă1))) ∈ S.
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(SF.2) Let ă1 ∈ S, (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0. Then (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă2|(ă2|ă2))|

(ă2|(ă2|ă2)). We obtain ă1 = ă2. Thus, ă2 ∈ S. Therefore, S is a filter of A. □

Corollary 4.2. Let S be a normal subalgebra of A. If

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă3|(ă2|ă2))|(ă3|(ă2|ă2)) implies ă1 = ă3

holds for all ă1, ă2, ă3 ∈ A, then S is a filter of A.

Proof. It is obtained from Theorem 3.7 and Theorem 4.2. □

Theorem 4.3. Let A be a Sheffer stroke BH-algebra. If

(ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) = ă2

holds for all ă1, ă2 ∈ A, then every non-empty subset S of A is a filter of A.

Proof. Let S be a non-empty subset of A.

(SF.1) Let ă1, ă2 ∈ S. Then (ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))) = ă1 ∈ S. Similarly, (ă1|(ă1|(ă2|

ă2)))|(ă1|(ă1|(ă2|ă2))) = ă2 ∈ S.

(SF.2) Let ă1 ∈ S, (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0. Then ă2 = (ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) =

(ă1|(0|0))|(ă1|(0|0)) = ă1 from Lemma 3.2 (3). Thus, ă2 ∈ S. Therefore, S is a filter of A. □

Proposition 4.1. Let {Fi, i ∈ λ} be a family of Sheffer stroke BH-filters of A. Then
⋂

i∈λ Fi

is a Sheffer stroke BH-filter of A.

Proof. Let {Fi, i ∈ λ} be a family of Sheffer stroke BH-filters of A.

(SF.1) If ă1, ă2 ∈
⋂

i∈λ Fi, then ă1, ă2 ∈ Fi, for all i ∈ λ. Since Fi is a filter of A, we have

(ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))), (ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) ∈ Fi.

Then (ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))), (ă1|(ă1|(ă2|ă2)))|(ă1|(ă1|(ă2|ă2))) ∈
⋂

i∈λ Fi.

(SF.2) Suppose that ă1 ∈
⋂

i∈λ Fi and (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈
⋂

i∈λ Fi hold for ă1, ă2 ∈ A,

that is ă1 ∈ Fi and (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0 hold for all i ∈ λ. Then ă2 ∈ Fi for all i ∈ λ.

Then ă2 ∈
⋂

i∈λ Fi. Therefore
⋂

i∈λ Fi is a Sheffer stroke BH-filter of A. □

The union of Sheffer stroke BH-filters of Sheffer stroke BH-algebras may not be a Sheffer

stroke BH-filter as in the following example.

Example 4.2. Consider the Sheffer stroke BH-algebra in Example 3.3. Then it is obvious

that F1 = {t, 1} and F2 = {u, 1} are two filters of A. The union of that filters is not a Sheffer

stroke BH-filter of A. Since u, t ∈ F1
⋃
F2, but (u|(u|(t|t)))|(u|(u|(t|t))) = x /∈ F1

⋃
F2.
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Proposition 4.2. Let {Fi, i ∈ λ} be a chain of Sheffer stroke BH-filters of A. Then
⋃

i∈λ Fi

is a Sheffer stroke BH-filter of A.

5. Homomorphisms on Sheffer stroke BH-algebras

In this section, we present some definitions and concepts about homomorphism between

Sheffer stroke BH-algebras.

Definition 5.1. Let (A, |A, 0A, 1A) and (B, |B, 0B, 1B) be Sheffer stroke BH-algebras. A

mapping f : A −→ B is called a homomorphism if

f(ă1|Aă2) = f(ă1)|Bf(ă2),

for all ă1, ă2 ∈ A.

A Sheffer stroke BH-homomorphism f is called a Sheffer stroke BH-monomorphism if it

is injective.

Lemma 5.1. Let (A, |A, 0A, 1A) and (B, |B, 0B, 1B) be Sheffer stroke BH-algebras and f :

A −→ B be a monomorphism. Then if F is a filter of A, f(F ) is a filter of B.

Proof. Let (A, |A, 0A, 1A) and (B, |B, 0B, 1B) be Sheffer stroke BH-algebras and f : A −→ B

be a monomorphism.

(i) Let F be a Sheffer stroke BH-filter of A and ă1, ă2 ∈ f(F ). Then there exist x, y ∈ F

such that ă1 = f(x), ă2 = f(y). Since F is a filter, then (ă2|B(ă2|B(ă1|B ă1)))|B(ă2|B

(ă2|B(ă1|B ă1))) = (f(y)|B(f(y)|B(f(x)|Bf(x))))|B(f(y)|B(f(y)|B(f(x)|Bf(x)))) =

f((y|A(y|A(x|Ax)))|A(y|A(y|A(x|Ax)))) ∈ f(F ). Hence (ă2|B(ă2|B(ă1|B ă1)))|B(ă2|B(ă2

|B(ă1|B ă1))) ∈ f(F ). Similarly, (ă1|B(ă1|B(ă2|B ă2)))|B(ă1|B(ă1|B(ă2|B ă2))) ∈ f(F ).

(ii) Let ă1 ∈ f(F ) such that (ă1|B(ă2|B ă2))|B(ă1|B(ă2|B ă2)) = 0B. Then there exist

x, y ∈ F such that ă1 = f(x) and ă2 = f(y). In this case, we have (ă1|B(ă1|B(ă2|B ă2)))

|B(ă1|B(ă1|B(ă2|B ă2))) = (f(x)|B(f(y)|Bf(y)))|B(f(x)|B(f(y)|Bf(y))) = f((x|A(y|Ay)

)|A(x|A(y|Ay))) = 0B = f(0A). Since f is an injective, then ((x|A(y|Ay))|A(x|A(y|Ay)))

= 0A. Thus y ∈ F . So, ă2 = f(y) ∈ f(F ). Therefore, f(F ) is a filter of B.

□

Theorem 5.1. Let (A, |A, 0A, 1A) and (B, |B, 0B, 1B) be Sheffer stroke BH-algebras and f :

A −→ B be a homomorphism. If F is a filter of B, then f−1(F ) is a filter of A.
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Proof. Let (A, |A, 0A, 1A) and (B, |B, 0B, 1B) be Sheffer stroke BH-algebras and f : A −→ B

be a homomorphism. Suppose that F is a filter of A.

� Let ă1, ă2 ∈ f−1(F ). Then f(ă1), f(ă2) ∈ F . Since F is a filter, then (f(ă2)|B((f(ă2)|B(f(ă1)

|Bf(ă1)))))|B(f(ă2)|B((f(ă2)|B(f(ă1)|Bf(ă1))) = f((ă2|A(ă2|A(ă1|Aă1)))|A(ă2|A(ă2|A(ă1|Aă1

)))) ∈ F . Therefore, (ă2|A(ă2|A(ă1|Aă1)))|A(ă2|A(ă2|A(ă1|Aă1))) ∈ f−1(F ). Similarly, (ă1|A(ă1

|A(ă2|Aă2)))|A(ă1|A(ă1|A(ă2|Aă2))) ∈ f−1(F ).

� Let ă1 ∈ f−1(F ) such that (ă1|A(ă2|Aă2))|A(ă1|A(ă2|Aă2)) = 0A. Then f(ă1) ∈ F and

f((ă1|A(ă2|Aă2))|A(ă1|A(ă2|Aă2))) = (f(ă1)|B(f(ă2)|Bf(ă2)))|B(f(ă1)|B(f(ă2)|Bf(ă2))) = f(

0A) = 0B. Hence f(ă2) ∈ F . Thus ă2 ∈ f−1(F ). Therefore, f−1(F ) is a filter of A. □

Proposition 5.1. Let A and B be Sheffer stroke BH-algebras and f : (A, |A, 0A) → (B, |B, 0B)

be a Sheffer stroke BH-homomorphism. If

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă3|(ă2|ă2))|(ă3|(ă2|ă2)) implies ă1 = ă3

holds for all ă1, ă2, ă3 ∈ A, then Ker(f) is a Sheffer stroke BH-filter of A.

Proof. (SF.1) Let ă1, ă2 ∈ Ker(f). Then since f(ă1) = 0B and f(ă2) = 0B, we have

f((ă2|A(ă2|A(ă1|Aă1)))|A(ă2|A(ă2|A(ă1|Aă1)))) = (f(ă2)|B(f(ă2)|B(f(ă1)|Bf(ă1)))|B(f(ă2)|B

(f(ă2)|B(f(ă1)|Bf(ă1))) = 0B. Hence (ă2|A(ă2|A(ă1|Aă1)))|A(ă2|A(ă2|A(ă1|Aă1))) ∈ Ker(f).

Similarly, (ă1|A(ă1|A(ă2|Aă2)))|A(ă1|A(ă1|A(ă2|Aă2))) ∈ Ker(f).

(SF.2) Let ă1 ∈ Ker(f) and ă2 ∈ A such that (ă1|A(ă2|Aă2))|A(ă1|A(ă2|Aă2)) = 0A. Then

f(ă1) = 0B and f((ă1)|A(ă2|Aă2))|A(ă1|A(ă2|Aă2))) = f(ă1)|B(f(ă2)|Bf(ă2)))|Bf(ă1)|B(f(ă2)

|Bf(ă2))) = f(0A). We get (0B|B(f(ă2)|B(f(ă2))))|B(0B|B(f(ă2)|B(f(ă2)))) = (f(ă2)|B(f(ă2)

|B(f(ă2))))|B(f(ă2)|B(f(ă2)|B(f(ă2)))). We obtain f(ă2) = 0B. Thus ă2 ∈ Ker(f). There-

fore, Ker(f) is a filter of A. □

Lemma 5.2. Let N be a normal subalgebra of A. Define a relation ∼N on A by ă1 ∼N ă2

if and only if (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ N , where ă1, ă2 ∈ A. Then ∼N is an equivalence

relation on A.

Proof. � Reflexive: Since 0 ∈ A, we have (ă1|(ă1|ă1))|(ă1|(ă1|ă1)) = 0 ∈ A i.e., ă1 ∼N ă1 for

any ă1 ∈ A. This means that ∼N is reflexive.

� Symmetric: Let ă1 ∼N ă2. Then (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ N and (ă2|(ă1|ă1))|(ă2|(ă1|ă1)) ∈

N by Proposition 3.1. We obtain ă2 ∼N ă1 for any ă1, ă2 ∈ A.

� Transitive: Let ă1 ∼N ă2 and ă2 ∼N ă3. Then (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ N and (ă2|(ă3|ă3))|
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(ă2|(ă3|ă3)) ∈ N . By Proposition 3.1, we have (ă3|(ă2|ă2))|(ă3|(ă2|ă2)) ∈ N . SinceN is a nor-

mal subalgebra, then (((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|(ă2|ă2)))|(((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(ă2|

(ă2|ă2))) = (((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(0|0))|(((ă1|(ă3|ă3))|(ă1|(ă3|ă3)))|(0|0))=((ă1|(ă3|ă3))|

(ă1|(ă3|ă3)) ∈ N . We obtain ă1 ∼N ă3 for any ă1, ă2, ă3 ∈ A. □

Lemma 5.3. An equivalence relation ∼∗ is a congruence relation if and only if ă1 ∼∗ ă2 and

x ∼∗ y imply (ă1|(x|x))|(ă1|(x|x)) ∼∗ (ă2|(y|y))|(ă2|(y|y)).

Lemma 5.4. Let N be a normal subalgebra of A and the binary relation defined as Lemma

5.2. Then ∼N is a congruence relation on A.

Proof. Let x, y, ă1, ă2 be any elements in A such that ă1 ∼N ă2 and x ∼N y, i.e., (ă1|(ă2|ă2))|

(ă1|(ă2|ă2)) ∈ N and (x|(y|y))|(x|(y|y)) ∈ N . Since N is a normal subalgebra, we get

(((ă1|(x|x))|(ă1|(x|x)))|(ă2|(y|y)))|(((ă1|(x|x))|(ă1|(x|x)))|(ă2|(y|y))) ∈ N . Then (ă1|(x|x))|

(ă1|(x|x)) ∼∗ (ă2|(y|y))|(ă2|(y|y)). Therefore, ∼N is a congruence relation on A. □

Denote the equivalence class containing ă1 by [ă1]N , i.e., [ă1]N = {ă2 ∈ N | ă1 ∼N ă2}

and A/N = {[ă1]N | ă1 ∈ A}.

Theorem 5.2. Let N be a normal subalgebra of A. Then (A/N, |, [0]N ) is a Sheffer stroke

BH-algebra.

Proof. If we define [ă1]N |[ă2]N := [ă1|ă2]N , then the operation | is well-defined, since if

ă1 ∼N p and ă2 ∼N q, then (ă1|(p|p))|(ă1|(p|p)) ∈ N and (ă2|(q|q))|(ă2|(q|q)) ∈ N im-

plies (((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(p|(q|q)))|(((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(p|(q|q))) ∈ N by nor-

mality of N . Then we have (((ă1|(ă2|ă2))|(ă1|(ă2|ă2))) ∼N (((p|(q|q))|(p|(q|q))) and so

((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))N = (((p|(q|q))|(p|(q|q))))N . Note that [0]N = {ă1 ∈ A | ă1 ∼N

0} = {ă1 ∈ A | (ă1|(0|0))|(ă1|(0|0)) ∈ N} = {ă1 ∈ A | ă1 ∈ N} = N . □

(sBH.1) ([ă1]N |([ă1]N |[ă1]N )|([ă1]N |([ă1]N |[ă1]N ) = [0]N ,

(sBH.2) ([ă1]N |([ă2]N |[ă2]N )|([ă1]N |([ă2]N |[ă2]N ) = [0]N and ([ă2]N |([ă1]N |[ă1]N )|([ă2]N |([ă1]N

|[ă1]N ) = [0]N imply [ă1]N = [ă2]N .

The Sheffer stroke BH-algebra A/N discussed in Theorem 5.2 is called the quotient Sheffer

stroke BH-algebra of A by N .

Example 5.1. Consider the Sheffer stroke BH-algebra in Example 3.3. For the normal subal-

gebra F = {0, t} of A, βF = {(0, 0), (x, x), (y, y), (z, z), (t, t), (u, u), (v, v), (1, 1), (0, t), (t, 0), (z,
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1), (1, z)} is a congruence on A defined by F . Then (A/F, |βF
, [0]βF

) is a Sheffer stroke BH-

algebra with the following Hasse diagram in which the quotient set is A/F = {[0]βF
, [x]βF

,

[y]βF
,

[1]βF
}:

Figure 2. Hasse diagram

The binary operation |βF
on A/F has Cayley table in Table 7.

Table 7

|βF
[0]βF

[x]βF
[y]βF

[1]βF

[0]βF
[1]βF

[1]βF
[1]βF

[1]βF

[x]βF
[1]βF

[y]βF
[1]βF

[y]βF

[y]βF
[1]βF

[1]βF
[x]βF

[x]βF

[1]βF
[1]βF

[y]βF
[x]βF

[0]βF

Theorem 5.3. Let N be a normal subalgebra of A. Then [0]N is a normal subalgebra of A.

Proof. Since 0A ∈ [0]N , [0]N is non-empty. Let (ă1|(ă1|ă1))|(ă1|(ă1|ă1)), (ă2|(ă2|ă2))|

(ă2|(ă2|ă2)) ∈ [0]N . Then (((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(ă1|(ă2|ă2)))|(((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|

(ă1|(ă2|ă2))) = 0 ∈ [0]N . By Theorem 3.7, [0]N is a normal subalgebra of A. □

Theorem 5.4. Let N be a filter of A and (A/N, |′ , [0]N ) be a Sheffer stroke BH-algebra. If

F is a filter of A such that N ⊆ F , then F/N is a Sheffer stroke BH-filter.

Proof. Let F be a Sheffer stroke BH-filter of A.

� Let [ă1]N , [ă2]N ∈ F/N , then ([ă2]N |′([ă2]N |′([ă1]N |′ [ă1]N )))|′([ă2]N |′([ă2]N |′([ă1]N |′ [ă1]N ))) =

[(ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1)))]N . Hence ([ă2]N |′([ă2]N |′([ă1]N |′ [ă1]N )))|′([ă2]N |′([ă2]N |′([ă1]N

|′ [ă1]N ))) ∈ F/N . (Since (ă2|(ă2|(ă1|ă1)))|(ă2|(ă2|(ă1|ă1))) ∈ F , F is a filter of A).Similarly,
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([ă1]N |′([ă1]N |′([ă2]N |′ [ă2]N )))|′([ă1]N |′([ă1]N |′([ă2]N |′ [ă2]N ))) ∈ F/N .

� Let ă1 ∈ F/N such that ([ă1]N |′([ă2]N |′ [ă2]N ))|′([ă1]N |′([ă2]N |′ [ă2]N )) = [0]N . Then

[(ă1|(ă2|ă2))|(ă1|(ă2|ă2))]N = [0]N . Hence ((ă1|(ă2|ă2))|(ă1|(ă2|ă2)))|(0|0)|((ă1|(ă2|ă2))|(ă1|(ă2|

ă2)))|(0|0) ∈ N . Since ((ă1|(ă2|ă2))|(ă1|(ă2|ă2))) ∈ N , we have ă2 ∈ F/N . We obtain

[ă2]N = [ă1]N , then [ă2]N ∈ F/N . Therefore, F/N is a filter of A. □

Theorem 5.5. Let N be a normal subalgebra of A. Then the mapping γ : A → A/N given

by γ(ă1) := [ă1]N is a surjective Sheffer stroke BH-homomorphism and Kerγ = N .

The mapping γ discussed in above theorem is called the natural(or canonical) homomor-

phism of A onto A/N .

Theorem 5.6. Let φ : A → B be a Sheffer stroke BH-homomorphism. If

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă3|(ă2|ă2))|(ă3|(ă2|ă2)) implies ă1 = ă3

hold for all ă1, ă2, ă3 ∈ A, then φ is injective if and only if Kerφ = {0A}.

Proof. Let ă1, ă2 ∈ A with φ(ă1) = φ(ă2). Then from (sBH.1), we obtain (φ(ă1)|(φ(ă2)|φ(ă2)))|

(φ(ă1)|(φ(ă2)|φ(ă2))) = 0B. So (ă1|(ă2|ă2))|(ă1|(ă2|ă2)) ∈ Kerφ. Since Kerφ = {0A},

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = 0A=(ă2|(ă2|ă2))|(ă2|(ă2|ă2)). Then ă1 = ă2. Hence φ is injective.

The converse is trivial. □

Theorem 5.7. Let φ : A → B be a Sheffer stroke BH-homomorphism. If

(ă1|(ă2|ă2))|(ă1|(ă2|ă2)) = (ă3|(ă2|ă2))|(ă3|(ă2|ă2)) implies ă1 = ă3

hold for all ă1, ă2, ă3 ∈ A, then Kerφ is a normal subalgebra of A.

Proof. Since 0A ∈ Kerφ, Ker φ ̸= ∅. Let (ă1|(ă2|ă2))|(ă1|(ă2|ă2)), (x|(y|y))|(x|(y|y)) ∈

Kerφ. Then (φ(ă1)|(φ(ă2)|φ(ă2)))|(φ(ă1)|(φ(ă2)|φ(ă2))) = 0 = (φ(x)|(φ(y)|φ(y)))|(φ(x)|(φ(y)

|φ(y))). Since φ(ă1) = φ(ă2) and φ(x) = φ(y), we obtain φ((((ă1)|(x|x))|(ă1|(x|x)))|(ă2|(y|y)))|

((((ă1)|(x|x))|(ă1|(x|x)))|(ă2|(y|y)))=(((φ(ă1)|(φ(x)|φ(x)))|(φ(ă1)|(φ(x)|φ(x))))|(φ(ă2)|(φ(y)|

φ(y))))|(((φ(ă1)|(φ(x)|φ(x)))|(φ(ă1)|(φ(x)|φ(x))))|(φ(ă2)|(φ(y)|φ(y))))=(((φ(ă1)|(φ(x)|φ(x))

)|(φ(ă1)|(φ(x)|φ(x))))|(φ(ă1)|(φ(x)|φ(x))))|(((φ(ă1)|(φ(x)|φ(x))|(φ(ă1)|(φ(x)|φ(x)))|(φ(ă1)|(

φ(x)|φ(x)))) = 0. Then we have ((((ă1)|(x|x))|(ă1|(x|x)))|((ă2|(y|y))|(ă2|(y|y))|(ă2|(y|y))|(ă2|(

y|y)))) ∈ Kerφ. Hence Kerφ is a normal subalgebra of A. □

By Theorem 5.5 and 5.7, if φ : A → B is a Sheffer stroke BH-homomorphism, then

A/Kerφ is a Sheffer stroke BH-algebra.
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Theorem 5.8. Let φ : A → B be a Sheffer stroke BH-homomorphism. Then A/Kerφ ∼=

Imφ. In particular, if φ is surjective, then A/Ker ∼= B.

Theorem 5.9. Let N and K be normal subalgebra of A, and K ⊆ N . Then A/N ∼=

(A/K)/(N/K).

Theorem 5.10. Let A, B and C be Sheffer stroke BH-algebras, and h : A → B be a

Sheffer stroke BH-epimorphism and g : A → C be a Sheffer stroke BH-homomorphism. If

Ker(h) ⊆ Ker(g), then there exists a unique Sheffer stroke BH-homomorphism f : A → B

satisfying f ◦ h = g.

Theorem 5.11. Let A, B and C be Sheffer stroke BH-algebras, and h : B → C be a

Sheffer stroke BH-homomorphism and g : A → C be a Sheffer stroke BH-monomorphism.

If Im(g) ⊆ Im(h), then there exists a unique Sheffer stroke BH-homomorphism f : A → B

satisfying h ◦ f = g.

Proof. For each ă1 ∈ A, g(ă1) ∈ Im(g) ⊆ Im(h). Since h is a Sheffer stroke BH-monomorphism,

there exists a unique ă2 ∈ B such that h(ă2) = g(ă1). Define a map f : A → B by f(ă1) = ă2.

Then h◦f = g. Let ă3, a4 ∈ A, then g((ă3|(a4|a4))|(ă3|(a4|a4))) = h(f((ă3|(a4|a4))|(ă3|(a4|a4)))).

Since h is injective, f((ă3|(a4|a4))|(ă3|(a4|a4))) = f(ă3|(a4|a4))

|f((ă3|(a4|a4)))=f(ă3|f(a4)|f(a4))|f((ă3)|f(a4)|f(a4)). Therefore, f is a Sheffer stroke BH-

homomorphism. The uniqueness of f follows from the fact that h is a Sheffer stroke BH-

monomorphism. □

Theorem 5.12. Let A and B be Sheffer stroke BH-algebras and f : A → B be a Sheffer

stroke BH-homomorphism. If N is a normal subalgebra of A such that N ⊆ Ker(f), then

f̄ : A/N → B defined by f̄([ă1]N ) := f(ă1) for all ă1 ∈ A is a unique Sheffer stroke

BH-homomorphism such that f̄ ◦ γ = f where γ : A → A/N is natural Sheffer stroke BH-

homomorphism.

Corollary 5.1. Let A and B be Sheffer stroke BH-algebras and f : A → B be a Sheffer

stroke BH-homomorphism. If N is a normal subalgebra of A such that N ⊆ Ker(f), then

the following are equivalent:

(i) there exists a unique Sheffer stroke BH-homomorphism f̄ : A/N → B such that f̄ ◦ γ = f

where γ : A → A/N is the natural Sheffer stroke BH-homomorphism;

(ii) N ⊆ Ker(f).

Furthermore, f̄ is a Sheffer stroke BH-monomorphism if and only if N = Ker(f).
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Proof. (ii) ⇒ (i): It is obtained from Theorem 5.11.

(i) ⇒ (ii): If ă1 ∈ N , then f(ă1) = (f̄ ◦ γ)(ă1) = f̄([ă1]N ) = f̄([0]N ) = f(0) = 0. Thus,

ă1 ∈ Ker(f).

Furthermore, f̄ is a monomorphism if and only if Kerf̄ = {N} if and only if f(ă1) = 0

implies [ă1]N = [0]N = N if and only if Ker(f) ⊆ N . □

6. Conclusion

In this study, we have given a Sheffer Stroke BH-algebra, and study a Cartesian product,

a filter, a homomorphism between Sheffer stroke BH-algebras, kernel and many features

in Sheffer stroke BH-algebras. After giving basic definitions and concepts about Sheffer

stroke operation and a BH-algebra, we describe a Sheffer stroke BH-algebra and present

basic notions about this algebraic structure. We show that a Sheffer stroke BH-algebra is

a BH-algebra and that a Cartesian product of two Sheffer stroke BH-algebras is a Sheffer

Stroke BH-algebra. After defining a subalgebra and a normal subset, we introduce the

relation between a subalgebra and a normal subset on Sheffer stroke BH-algebra. We define

a filter of a Sheffer stroke BH-algebra. Finally, a homomorphism between two Sheffer stroke

BH-algebras is described and it is stated that mentioned notions are preserved under this

homomorphism. It is shown that a kernel of a homomorphism is a filter of Sheffer stroke

BH-algebra under one condition.
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Ovidius Constanta, Ser. Mat., 30(1), 247-269.

[15] Oner, T. Senturk, I. (2017). The Sheffer stroke operation reducts of basic algebra. Open Mathematics,

15, 926-935.

[16] Senturk, I., Oner, T., & Saeid, A. B. (2020). Congruences of Sheffer stroke basic algebras. Analele
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Abstract. The main purpose of this manuscript is to introduce the concept of e∗-topological

ring. This class appears as a generalised version of the class of β-topological rings. In ad-

dition, we have discussed the relation between the concept of e∗-topological ring and some

other types of topological rings existing in the literature. Also, some fundamental results

about e∗-topological rings are revealed. Moreover, we give some counterexamples regarding

our results.
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1. Introduction

In topology, it is sometimes necessary to use algebra to find solutions to some problems,

such as determining whether two topological spaces are homeomorphic. For instance, if the

fundamental groups of two topological spaces are not isomorphic, then the topological spaces

can not be homeomorphic. Thanks to fundamental groups of topological spaces, we can

decide that two topological spaces are not homeomorphic but not all. This situation leads to

the definition of different concepts in the related field. One of these concepts is the concept

of topological ring. To better understand topological rings, the concept of topological groups

should be well known. A topological group is a group X that is also a topological space such

that the addition and the inversion are continuous as functions ψ : X → X, x 7→ −x and
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φ : X × X → X, (x, y) 7→ x + y, where X × X carries the product topology. The concept

of topological ring was first introduced in [4, 5] by Kaplansky. A topological ring is a ring

X that is also a topological space such that both the addition and the multiplication are

continuous as functions φ : X × X → X, where X × X carries the product topology. That

means X is an additive topological group and a multiplicative topological semigroup.

The types of open sets in the literature such as α-open [9], semi-open [8], pre-open [10], β-

open [1], etc. allow a generalization of the notion of topological ring. Studying the features of

these generalised versions and investigating their relations with topological rings are just some

of the different advances in the literature. Some of the recent advancements in this direction

are β-topological rings [2], irresolute topological rings [12] and α-irresolute topological rings

[11].

In 2021, Billawaria et al. studied β-topological ring which is a more general notion than

the notion of topological ring [2]. They have revealed some fundamental properties of β-

topological rings. Also, the authors gave some other useful results on β-topological rings.

In this paper, we introduce the notion of e∗-topological ring by utilizing e∗-open sets

defined by Ekici in [3]. Also, we obtain some of its fundamental properties. Moreover, we

compare between this notion and some notions existing in the literature. In addition, we give

some counterexamples regarding our results obtained in the scope of this study. Furthermore,

we provide an example of e∗-topological ring which is not a β-topological ring.

2. Preliminaries

Throughout this paper, (X, µ) and (Y, ρ) (or briefly X and Y) always mean topological

spaces. For a subset E of a topological space X, the interior of E and the closure of E are

denoted by int(E) and cl(E), respectively. The family of all open (resp. closed) sets of X will

be denoted by O(X) (resp. C(X)). In addition, the family of all open sets of X containing

a point a of X is denoted by O(X, a). Recall that a subset E of a space X is called regular

open [13] (resp. regular closed [13]) if E = int(cl(E)) (resp. E = cl(int(E))). The family of

all regular open subsets of X is denoted by RO(X). The family of all regular open sets of X

containing a point a of X is denoted by RO(X, a).

The union of all regular open sets of X contained in E is called the δ-interior [14] of E and is

denoted by δ-int(E). A subset E of a space X is said to be δ-open [14] if A = δ-int(A). Also,

a subset E of a space X is said to be δ-closed if its complement is δ-open. The intersection
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of all regular closed sets of X containing E is called the δ-closure [14] of E and is denoted by

δ-cl(E).

A subset E of a space X is called e∗-open if E ⊆ cl(int(δ-cl(E))). The complement of an

e∗-open set is called e∗-closed. The intersection of all e∗-closed sets of X containing E is

called the e∗-closure of E and is denoted by e∗-cl(E). Dually, the union of all e∗-open sets

of X contained in E is called the e∗-interior of E and is denoted by e∗-int(E). The family

of all e∗-open subsets (resp. e∗-closed) X denoted by e∗O(X) (resp. e∗C(X)). The family of

all e∗-open (resp. e∗-closed) sets of X containing a point a of X denoted by e∗O(X, a) (resp.

e∗C(X, a)).

Definition 2.1. [4] Let (X,+, ·) be a ring and µ be a topology on X. The quadruple (X,+, ·, µ)

is called a topological ring if the following three conditions hold:

i) For every a, b ∈ X and every open set M ∈ O(X, a + b), there exist K ∈ O(X, a) and

L ∈ O(X, b) such that K + L ⊆M,

ii) For every a ∈ X and every L ∈ O(X,−a), there exists K ∈ O(X, a) such that −K ⊆ L,

iii) For every a, b ∈ X and every M ∈ O(X, ab), there exist K ∈ O(X, a) and L ∈ O(X, b)

such that KL ⊆M.

Definition 2.2. [2] Let (X,+, ·) be a ring and µ be a topology on X. The quadruple (X,+, ·, µ)

is called an β-topological ring if the following three conditions hold:

i) For every a, b ∈ X and everyM ∈ O(X, a+b), there exist K ∈ βO(X, a) and L ∈ βO(X, b)

such that K + L ⊆M,

ii) For every a ∈ X and every L ∈ O(X,−a), there exists K ∈ βO(X, a) such that −K ⊆ L,

iii) For every a, b ∈ X and everyM ∈ O(X, ab), there exist K ∈ βO(X, a) and L ∈ βO(X, b)

such that KL ⊆M.

Definition 2.3. [3] A function f : (X, µ) → (Y, ρ) is said to be e∗-continuous if f−1[G] ∈

e∗O(X) for every G ∈ O(Y).

Lemma 2.1. [3] A function f : (X, µ) → (Y, ρ) is e∗-continuous if and only if for every

a ∈ X and for every H ∈ O(Y, f(a)), there exists G ∈ e∗O(X, a) such that f [G] ⊆ H.

Definition 2.4. [3] Let (X, µ) be a topological space and E ⊆ X. Then, the following state-

ments hold:

a) E is e∗-open if and only if E = e∗-int(E),

b) E is e∗-closed if and only if E = e∗-cl(E).
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Lemma 2.2. Let (X, µ) and (Y, ρ) be two topological spaces. If E ∈ e∗O(X) and F ∈ e∗O(Y),

then E × F ∈ e∗O(X× Y, µ ⋆ ρ).

Proof. Let E ∈ e∗O(X) and F ∈ e∗O(Y).
E ∈ e∗O(X) ⇒ E ⊆ cl(int(δ-cl(E)))

F ∈ e∗O(Y) ⇒ F ⊆ cl(int(δ-cl(F )))

 ⇒ E × F ⊆ cl(int(δ-cl(E)))× cl(int(δ-cl(F )))

⇒ E × F ⊆ cl(int(δ-cl(E)))× cl(int(δ-cl(F )))

= cl[int(δ-cl(E))× int(δ-cl(F ))]

= cl(int[δ-cl(E)× δ-cl(F )])

= cl(int(δ-cl(E × F )))

This means E × F ∈ e∗O(X× Y). □

3. e∗-Topological Rings

Now, we introduce and study the concept of e∗-topological ring by utilizing e∗-open sets.

Definition 3.1. Let (X,+, ·) be a ring and µ be a topology on X. The quadruple (X,+, ·, µ)

is called an e∗-topological ring if the following three conditions hold:

i) For every a, b ∈ X and every open set M ∈ O(X, a+ b), there exist K ∈ e∗O(X, a) and

L ∈ e∗O(X, b) such that K + L ⊆M,

ii) For every a ∈ X and every open set L ∈ O(X,−a), there exists K ∈ e∗O(X, a) such

that −K ⊆ L,

iii) For every a, b ∈ X and every open set M ∈ O(X, ab), there exist K ∈ e∗O(X, a) and

L ∈ e∗O(X, b) such that KL ⊆M.

Remark 3.1. It is clear that every β-topological ring is an e∗-topological ring since every

β-open set is an e∗-open set. Nevertheless, the converse need not always to be true as shown

in the following example.

Example 3.1. Let X = {k, l,m, n} and µ = {∅,X, {k}, {k, l}}. Let the addition and the

multiplication operations on X be as given in the following tables:

+ k l m n

k k l m n

l l m n k

m m n k l

n l k l m

· k l m n

k k k k k

l k m k m

m k k k k

n k m k m
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In this topological space, simple calculations show that e∗O(X) = 2X and βO(X) =

{∅,X, {k}, {k, n}, {k,m}, {k, l}, {k, l, n}, {k, l,m}, {k,m, n}}. Then, it is clear that (X,+, ·, µ)

is an e∗-topological ring but it is not a β-topological ring.

Example 3.2. Let (R,+, ·) be the ring of real numbers and let U the usual topology on R.

Then, (R,+, ·,U) is an e∗-topological ring.

Example 3.3. Let (X,+, ·) be any ring and let µ the discrete topology on X. Then, (X,+, ·, µ)

is an e∗-topological ring.

Theorem 3.1. Let (X,+, ·, µ) be an e∗-topological ring. Then, the following functions are

e∗-continuous.

a) + : X2 → X defined by +(x, y) = x+ y for all (x, y) ∈ X2,

b) · : X2 → X defined by ·(x, y) = xy for all (x, y) ∈ X2,

c) − : X → X defined by −(x) = −x for all x ∈ X.

Proof. a) Let (x, y) ∈ X2 and W ∈ O(X, x+ y).

W ∈ O(X, x+ y) ⇒ (∃U ∈ e∗O(X, x))(∃V ∈ e∗O(X, y))(U + V ⊆W )

O := U × V

 Lemma 2.2⇒

⇒ (O ∈ e∗O(X2, (x, y)))(+[O] = +[U × V ] = U + V ⊆W ).

b) Let (x, y) ∈ X2 and W ∈ O(X, xy).
W ∈ O(X, xy) ⇒ (∃U ∈ e∗O(X, x))(∃V ∈ e∗O(X, y))(UV ⊆W )

O := U × V

 Lemma 2.2⇒

⇒ (O ∈ e∗O(X2, (x, y)))(·[O] = ·[U × V ] = UV ⊆W ).

c) Let V ∈ O(X). Our aim is to show that −−1[V ] ∈ e∗O(X).
−−1[V ] = {x ∈ X : −(x) ∈ V } = {x ∈ X : −x ∈ V } = −V

V ∈ O(X)

 Teorem 3.2⇒ −−1[V ] ∈ e∗O(X).

□

Theorem 3.2. Let (X,+, ·, µ) be an e∗-topological ring. Then, the following properties hold.

a) If G ∈ O(X), then −G ∈ e∗O(X),

b) If G ∈ O(X) and a ∈ X, then a+G ∈ e∗O(X),

c) If G ∈ O(X) and a ∈ X, then G+ a ∈ e∗O(X).

Proof. a) Let G ∈ O(X).

G ∈ O(X) ⇒ −G ⊆ X ⇒ e∗-int(−G) ⊆ −G . . . (1)
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Now, let b ∈ −G. Our purpose is to show that b ∈ e∗-int(−G).
b ∈ −G⇒ −b ∈ G

G ∈ O(X)

 Definition 3.1⇒ (∃U ∈ e∗O(X, b))(−U ⊆ G)

⇒ (∃U ∈ e∗O(X, b))(U ⊆ −G)

⇒ b ∈ e∗-int(−G)

Then, we have −G ⊆ e∗-int(−G) . . . (2)

(1), (2) ⇒ e∗-int(−G) = −G⇒ −G ∈ e∗O(X).

b) Let G ∈ O(X) and a ∈ X. Our purpose is to show that a + G ∈ e∗O(X). For this, we

will show that a+G = e∗-int(a+G). Now, let b ∈ a+G. If we prove b ∈ e∗-int(a+G), then

the proof complete.

b ∈ a+G⇒ (∃c ∈ G)(b = a+ c)

G ∈ O(X)

 ⇒ −a+ b ∈ G ∈ O(X)

Definition 3.1⇒ (∃U ∈ e∗O(X,−a))(∃V ∈ e∗O(X, b))(−a+ V ⊆ U + V ⊆ G)

⇒ (∃V ∈ e∗O(X, b))(−a+ V ⊆ G)

⇒ (∃V ∈ e∗O(X, b))(V ⊆ a+G)

⇒ b ∈ e∗-int(a+G).

c) This follows (b) since the addition is commutative.

□

Corollary 3.1. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, the following

statements hold.

a) If G ∈ O(X), then −G ⊆ cl(int(δ-cl(−G))),

b) If G ∈ O(X), then a+G ⊆ cl(int(δ-cl(a+G))) for every a ∈ X,

c) If G ∈ O(X), then G+ a ⊆ cl(int(δ-cl(G+ a))) for every a ∈ X.

Theorem 3.3. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, the following

properties hold.

a) If G ∈ C(X), then −G ∈ e∗C(X),

b) If a ∈ X and G ∈ C(X), then a+G ∈ e∗C(X),

c) If a ∈ X and G ∈ C(X), then G+ a ∈ e∗C(X).

Proof. a) Let G ∈ C(X). Our purpose is to show that −G ∈ e∗C(X). Now, let b ∈ e∗-cl(−G).

We will show that b ∈ −G, i.e. −b ∈ G. Let W ∈ O(X,−b).
W ∈ O(X,−b) ⇒ (∃U ∈ e∗O(X, b))(−U ⊆W )

b ∈ e∗-cl(−G)

 ⇒ (U ⊆ −W )(U ∩ (−G) ̸= ∅)
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⇒ ∅ ≠ U ∩ (−G) ⊆ (−W ) ∩ (−G)

⇒W ∩G ̸= ∅

Then, we get −b ∈ cl(G). Since G ∈ C(X), we have −b ∈ G, i.e. b ∈ −G. Thus, we have

−G ⊆ e∗-cl(−G) ⊆ −G, i.e. −G = e∗-cl(−G). This means −G ∈ e∗C(X).

b) Let b ∈ X and G ∈ C(X). Our purpose is to show that a + G ∈ e∗C(X). Now, let

b ∈ e∗-cl(a+G). We will prove that b ∈ a+G, i.e. −a+ b ∈ G. Let W ∈ O(X,−b+ a).

W ∈ O(X,−a+ b) ⇒ (∃U ∈ e∗O(X,−a))(∃V ∈ e∗O(X, y))(U + V ⊆W )

b ∈ e∗-cl(a+G)

 ⇒

⇒ (U + V ⊆W )(V ∩ (a+G) ̸= ∅)

⇒ ∅ ≠ (−a+ V ) ∩G ⊆ (U + V ) ∩G ⊆W ∩G

⇒W ∩G ̸= ∅

Then, we have −a+ b ∈ cl(G). Since G ∈ C(X), we get −a+ b ∈ G. Hence, b ∈ a+G.

c) This follows (b) since the addition is commutative. □

Corollary 3.2. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, the following

statements hold.

a) If G ∈ C(X), then int(cl(int(−G))) ⊆ −G,

b) If G ∈ C(X), then int(cl(int(a+G))) ⊆ a+G for all a ∈ X,

c) If G ∈ C(X), then int(cl(int(G+ a))) ⊆ G+ a for all a ∈ X.

4. MAIN RESULTS

In this section, we obtain some basic properties of e∗-topological ring. In addition, this

section contains the definition of e∗-topological rings with unit and many fundamental results

on this new notion.

Theorem 4.1. Let (X,+, ·, µ) be an e∗-topological ring. Then, the following functions are

e∗-continuous:

a) For a fixed a ∈ X, fa : X → X defined by fa(b) = a+ b for all b ∈ X,

b) f : X → X defined by f(a) = −a for all a ∈ X,

c) For a fixed a ∈ X, fa : X → X defined by fa(b) = b+ a for all b ∈ X,

d) For a fixed a ∈ X, fa : X → X defined by fa(b) = a+ b+ a for all b ∈ X.
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Proof. a) Let H ∈ O(X). Our aim is to show that f−1
a [H] ∈ e∗O(X).

f−1
a [H] = {b ∈ X|fa(b) ∈ H} = {b ∈ X|b ∈ −a+H} = −a+H

H ∈ O(X)

 Theorem 3.2⇒

⇒ f−1
a [H] ∈ e∗O(X).

b) Let H ∈ O(X). Our purpose is to show that f−1[H] ∈ e∗O(X).
f−1[H] = {a ∈ X|f(a) ∈ H} = {a ∈ X| − a ∈ H} = −H

H ∈ O(X)

 Theorem 3.2⇒ f−1[H] ∈ e∗O(X).

c) This follows (b) since the addition is commutative.

d) This follows (b) and (c) since the addition is commutative.

□

Definition 4.1. A bijective function f : (X, µ) → (Y, ρ) which is e∗-continuous and whose

inverse is e∗-continuous is called an e∗-homeomorphism.

Corollary 4.1. Let (X,+, ·, µ) be an e∗-topological ring. Then, the following functions are

e∗-homeomorphism.

a) For a fixed a ∈ X, fa : X → X defined by fa(b) = a+ b for all b ∈ X,

b) f : X → X defined by f(a) = −a for all a ∈ X,

c) For a fixed a ∈ X, fa : X → X defined by fa(b) = b+ a for all b ∈ X,

d) For a fixed a ∈ X, fa : X → X defined by fa(b) = a+ b+ a for all b ∈ X.

Definition 4.2. Let (X,+, ·, µ) be an e∗-topological ring. If (X,+, ·) is a ring with unit, then

(X,+, ·, µ) is said to be an e∗-topological ring with unit. The notation X∗ will be used to

denote the set of all invertible elements in (X,+, ·).

Theorem 4.2. Let (X,+, ·, µ) be an e∗-topological ring with unit and G ⊆ X. Then, the

following properties hold.

a) If G ∈ O(X), then Gs is e∗-open in X for each s ∈ X∗,

b) If G ∈ O(X), then sG is e∗-open in X for each s ∈ X∗.

Proof. a) LetG ∈ O(X) and s ∈ X∗.We will proveGs ∈ e∗O(X). If we proveGs ⊆ e∗-int(Gs),

then the proof complete. Let b ∈ Gs.

b ∈ Gs⇒ (∃k ∈ G)(b = ks)

s ∈ T ∗

 ⇒ (∃k ∈ G)(bs−1 = k)

G ∈ O(X)

 ⇒

⇒ (∃U ∈ e∗O(X, b))(∃V ∈ e∗O(X, s−1))(Us−1 ⊆ UV ⊆ G)
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⇒ (∃U ∈ e∗O(X, b))(U ⊆ Gs)

⇒ y ∈ e∗-int(Gs)

Then, we have Gs ⊆ e∗-int(Gs) ⊆ Gs which means Gs ∈ e∗O(X).

b) It is proved similarly to (a). □

Theorem 4.3. Let (X,+, ·, µ) be an e∗-topological ring with unit and G ⊆ X. Then, the

following properties hold.

a) If G ∈ C(X), then Gs ∈ e∗C(X) for each s ∈ X∗,

b) If G ∈ C(X), then sG ∈ e∗C(X) for each s ∈ X∗.

Proof. Let G ∈ C(X) and s ∈ X∗.

b /∈ sG⇒ (∀k ∈ G)(b ̸= sk)

Hypothesis

 ⇒ (∀k ∈ cl(G))(b ̸= sG)

⇒ (∀k ∈ cl(G))(s−1b ̸= k)

⇒ s−1y /∈ cl(G)

⇒ (∃U ∈ O(X, s−1b))(U ∩G = ∅)

⇒ (∃K ∈ e∗O(X, s−1))(∃M ∈ e∗O(X, s−1))(s−1M ∩G ⊆ KM ∩G ⊆ U ∩G = ∅)

⇒ (∃M ∈ e∗O(X, b))(s−1M ∩G = ∅)

⇒ (∃M ∈ e∗O(X, b))(M ∩ sG = ∅)

⇒ b /∈ e∗-cl(sG)

Then, we have sG ⊆ e∗-cl(sG) ⊆ sG which means sG ∈ e∗C(X).

b) It is proved similarly to (a). □

Theorem 4.4. Let (X,+, ·, µ) be an e∗-topological ring with unit and G ⊆ X. Then, the

following properties hold:

a) s · e∗-cl(G) ⊆ cl(sG) for each s ∈ X,

b) int(sG) ⊆ s · e∗-int(G) for each s ∈ X.

c) s · int(G) ⊆ e∗-int(sG) for each s ∈ X∗,

d) e∗-cl(sG) ⊆ s · cl(G) for each s ∈ X∗,

e) e∗-cl(G) · s ⊆ cl(Gs) for each s ∈ X,

f) int(G) · s ⊆ e∗-int(Gs) for each s ∈ X∗.

Proof. a) Let a ∈ s · e∗-cl(G). Our purpose is to show that a ∈ cl(sG). Now, let U ∈ O(X, a).
a ∈ s · e∗-cl(G) ⇒ (∃b ∈ e∗-cl(G))(a = sb)

U ∈ O(X, a)

 ⇒
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⇒ (b ∈ e∗-cl(G))(∃K ∈ e∗O(X, s))(∃L ∈ e∗O(X, b))(KL ⊆ U)

⇒ (∃K ∈ e∗O(X, s))(∃L ∈ e∗O(X, b))(KL ⊆ U)(L ∩G ̸= ∅)

⇒ ∅ ≠ KL ∩ sG ⊆ U ∩ sG

⇒ ∅ ≠ U ∩ sG

Then, we have a ∈ cl(sG).

b) Let a ∈ int(sG). Our purpose is to show that a ∈ s · e∗-int(G).
a ∈ int(sG) ⇒ (a ∈ sG)(int(sG) ∈ O(X, a))

⇒ (∃b ∈ G)(a = sb)(int(sG) ∈ O(X, a))

⇒ (∃U ∈ e∗O(X, s))(∃V ∈ e∗O(X, b))(sV ⊆ UV ⊆ int(sG) ⊆ sG)

⇒ (∃V ∈ e∗O(X, b))(V ⊆ G)

⇒ b ∈ e∗-int(G)

⇒ a = sb ∈ s · e∗-int(G).
c) Let a ∈ s · int(G). Our purpose is to show that a ∈ e∗-int(sG).

a ∈ s · int(G) ⇒ s−1a ∈ int(G)

⇒ int(G) ∈ O(X, s−1a)

⇒ (∃U ∈ e∗O(X, s−1))(∃V ∈ e∗O(X, a))(s−1V ⊆ UV ⊆ int(G) ⊆ G)

⇒ (∃V ∈ e∗O(X, a))(V ⊆ sG)

⇒ a ∈ e∗-int(sG).

d) Let a ∈ e∗-cl(sG) and W ∈ O(X, s−1a).

W ∈ O(X, s−1a) ⇒ (∃U ∈ e∗O(X, s−1))(∃V ∈ e∗O(X, a))(s−1V ⊆ UV ⊆W )

a ∈ e∗-cl(sG)

 ⇒

⇒ (∃U ∈ e∗O(X, s−1))(∃V ∈ e∗O(X, a))(s−1V ⊆ UV ⊆W )(V ∩ sG ̸= ∅)

⇒ ∅ ≠ UV ∩A ⊆W ∩G

⇒W ∩G ̸= ∅

Then, we have s−1a ∈ cl(G) which means a ∈ s · cl(G).

e) Let a ∈ e∗-cl(G) · s. Our purpose is to show that a ∈ cl(Gs). Now, let U ∈ O(X, a).
a ∈ e∗-cl(G) · s⇒ (∃b ∈ e∗-cl(G))(a = bs)

U ∈ O(X, a)

 ⇒

⇒ (b ∈ e∗-cl(G))(∃K ∈ e∗O(X, b))(∃L ∈ e∗O(X, s))(KL ⊆ U)

⇒ (∃K ∈ e∗O(X, b))(∃L ∈ e∗O(X, s))(KL ⊆ U)(K ∩G ̸= ∅)

⇒ ∅ ≠ KL ∩Gs ⊆ U ∩Gs

⇒ ∅ ≠ U ∩Gs

Then, we have a ∈ cl(Gs).
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f) Let a ∈ int(G) · s. Our purpose is to show that a ∈ e∗-int(Gs).

a ∈ int(G) · s ⇒ as−1 ∈ int(G)

⇒ int(G) ∈ O(X, as−1)

⇒ (∃U ∈ e∗O(X, a))(∃V ∈ e∗O(X, s−1))(Us−1 ⊆ UV ⊆ int(G) ⊆ G)

⇒ (∃U ∈ e∗O(X, a))(U ⊆ Gs)

⇒ a ∈ e∗-int(Gs).

□

Theorem 4.5. Let (X,+, ·, µ) be an e∗-topological ring with unit and s ∈ X∗. Then, the

following functions are e∗-continuous.

a) fs : X → X defined by fs(a) = sa for all a ∈ X,

b) fs : X → X defined by fs(a) = as for all a ∈ X,

c) fs : X → X defined by fs(a) = sas for all a ∈ X.

Proof. a) Let U ∈ O(X). Our purpose is to show that f−1
s [U ] ∈ e∗O(X). For this, we will

prove f−1
s [U ] = e∗-int(f−1

s [U ]). We have always e∗-int(f−1
s [U ]) ⊆ f−1

s [U ] . . . (1)

Now, let b ∈ f−1
s [U ].

b ∈ f−1
s [U ] = s−1U

U ∈ O(X) ⇒ U = int(U)

 ⇒ b ∈ s−1 · int(U)
Theorem 4.4⇒ b ∈ e∗-int(s−1U)

s−1U = f−1
s [U ]

 ⇒

⇒ b ∈ f−1
s [U ]

Then, we have f−1
s [U ] ⊆ e∗-int(f−1

s [U ]) . . . (2)

(1), (2) ⇒ f−1
s [U ] = e∗-int(f−1

s [U ]) ⇒ f−1
s [U ] ∈ e∗O(X).

b) This follows Theorem 4.4.

c) This follows (a) and (b). □

Corollary 4.2. Let (X,+, ·, µ) be an e∗-topological ring with unit and s ∈ X∗. Then, the

following functions are e∗-homeomorphism.

a) fs : X → X defined by fs(a) = sa for all a ∈ X,

b) fs : X → X defined by fs(a) = as for all a ∈ X.

c) fs : X → X defined by fs(a) = sas for all a ∈ X.

Theorem 4.6. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, the following

properties hold for each a ∈ X.

a) a+ e∗-cl(G) ⊆ cl(a+G),

b) e∗-cl(a+G) ⊆ a+ cl(G),

c) a+ int(G) ⊆ e∗-int(a+G),
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d) int(a+G) ⊆ a+ e∗-int(G).

Proof. a) Let b ∈ a + e∗-cl(G). Our purpose is to prove that b ∈ cl(a + G). Now, let U ∈

O(X, b). If we prove U ∩ (a+G) ̸= ∅, then the proof complete.

b ∈ a+ e∗-cl(G) ⇒ (∃c ∈ e∗-cl(G))(b = a+ c)

U ∈ O(X, b)

 ⇒

⇒ (∃K ∈ e∗O(X, a))(∃L ∈ e∗O(X, c))(∅ ≠ (K + L) ∩ (a+G) ⊆ U ∩ (a+G))

⇒ U ∩ (a+G) ̸= ∅.

b) Let b ∈ e∗-cl(a+G).Our purpose is to show that b ∈ a+cl(G). Now, let U ∈ O(X,−a+b).

U ∈ O(X,−a+ b) ⇒ (∃K ∈ e∗O(X,−a))(∃L ∈ e∗O(X, b))(−a+ L ⊆ K + L ⊆ U)

⇒ ∅ ≠ (−a+ L) ∩G ⊆ U ∩G

Therefore, −a+ b ∈ cl(G) which means b ∈ a+ cl(G).

c) Let b ∈ a+ int(G). Our purpose is to show that b ∈ e∗-int(a+G).

b ∈ a+ int(G) ⇒ −a+ b ∈ int(G) ∈ O(X)

⇒ (∃U ∈ e∗O(X,−a))(∃V ∈ e∗O(X, b))(−a+ V ⊆ U + V ⊆ int(G) ⊆ G)

⇒ (∃V ∈ e∗O(X, b))(V ⊆ a+G)

⇒ b ∈ e∗-int(a+G).

d) Let b ∈ int(a+G). Our purpose is to show that b ∈ a+ e∗-int(G).

b ∈ int(a+G) ⇒ (∃U ∈ O(X, b))(U ⊆ a+G)

⇒ (∃U ∈ O(X, b))(−a+ U ⊆ G)

Theorem 3.2⇒ (−a+ U ∈ e∗O(X,−a+ b))(−a+ U ⊆ G)

⇒ −a+ b ∈ e∗-int(G)

⇒ b ∈ a+ e∗-int(G).

□

Theorem 4.7. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, we have the

following properties.

a) −e∗-cl(G) ⊆ cl(−G),

b) e∗-cl(−G) ⊆ −cl(G),

c) −int(G) ⊆ e∗-int(−G),

d) int(−G) ⊆ −e∗-int(G).
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Proof. a) Let b /∈ cl(−G).

b /∈ cl(−G) ⇒ (∃U ∈ O(X, b))(U ∩ (−G) = ∅)

⇒ (−U ∈ e∗O(X,−b))((−U) ∩G = ∅)

⇒ −b /∈ e∗-cl(G)

⇒ b /∈ −e∗-cl(G).

b) Let b /∈ −cl(G).

b /∈ −cl(G) ⇒ −b /∈ cl(G)

⇒ (∃U ∈ O(X,−b))(U ∩G = ∅)

⇒ (−U ∈ e∗O(X, b))((−U) ∩ (−G) = ∅)

⇒ b /∈ e∗-cl(−G).

c) Let b ∈ −int(G).

b ∈ −int(G) ⇒ −b ∈ int(G)

⇒ (∃U ∈ O(X,−b))(U ⊆ G)

⇒ (−U ∈ e∗O(X, b))(−U ⊆ −G)

⇒ b ∈ e∗-int(−G).

d) Let b ∈ int(−G).

b ∈ int(−G) ⇒ (∃U ∈ O(X, b))(U ⊆ −G)

⇒ (−U ∈ e∗O(X,−b))(−U ⊆ G)

⇒ −b ∈ e∗-int(G)

⇒ b ∈ −e∗-int(G). □

Theorem 4.8. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, we have the

following properties for all a ∈ X.

a) a+ int(cl(δ-int(G))) ⊆ cl(a+G),

b) int(cl(δ-int(a+G))) ⊆ a+ cl(G),

c) a+ int(G) ⊆ cl(int(δ-cl(a+G))),

d) int(a+G) ⊆ a+ cl(δ-cl(G)).

Proof. a) Let G ⊆ X and a ∈ X.

(G ⊆ X)(a ∈ X) ⇒ cl(a+G) ∈ C(X) Theorem 3.2⇒ −a+ cl(a+G) ∈ e∗C(X)

⇒ int(cl(δ-int(e∗-cl(G)))) ⊆ int(cl(δ-int(−a+ cl(a+G)))) ⊆ −a+ cl(a+G)

⇒ int(cl(δ-int(G))) ⊆ int(cl(δ-int(e∗-cl(G)))) ⊆ −a+ cl(a+G)

⇒ a+ int(cl(δ-int(G))) ⊆ cl(a+G).
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b) Let G ⊆ X and a ∈ X.
G ⊆ X ⇒ cl(G) ∈ C(X)

a ∈ X

 Theorem 3.2⇒ a+ cl(G) ∈ e∗C(X)

⇒ int(cl(δ-int(a+G))) ⊆ int(cl(δ-int(a+ cl(G)))) ⊆ a+ cl(a+G).

c) Let G ⊆ X and a ∈ X.
G ⊆ X ⇒ int(G) ∈ O(X)

a ∈ X

 Theorem 3.2⇒ a+ int(G) ∈ e∗O(X)

⇒ a+ int(G) ⊆ cl(int(δ-cl(a+ int(G)))) ⊆ cl(int(δ-cl(a+G))).

d) Let G ⊆ X and a ∈ X.

(G ⊆ X)(a ∈ X) ⇒ int(a+G) ∈ O(X) Theorem 3.2⇒ −a+ int(a+G) ∈ e∗O(X)

⇒ −a+ int(a+G) ⊆ cl(int(δ-cl(−a+ int(a+G)))) ⊆ cl(int(δ-cl(G))). □

Theorem 4.9. Let (X,+, ·, µ) be an e∗-topological ring and G ⊆ X. Then, we have the

following properties.

a) −int(cl(δ-int(G))) ⊆ cl(−G),

b) int(cl(δ-int(−G))) ⊆ −cl(G),

c) −int(G) ⊆ cl(int(δ-cl(−G))),

d) int(−G) ⊆ −cl(int(δ-cl(G))).

Proof. a) Let G ⊆ X.

G ⊆ X ⇒ cl(−G) ∈ C(X)
Theorem 3.2⇒ −cl(−G) ∈ e∗C(X)

⇒ int(cl(δ-int(G))) ⊆ int(cl(δ-int(−cl(−G)))) ⊆ −cl(−G)

⇒ −int(cl(δ-int(G))) ⊆ cl(−G).

b) Let G ⊆ X.

G ⊆ X ⇒ cl(G) ∈ C(X)
Theorem 3.2⇒ −cl(G) ∈ e∗C(X)

⇒ int(cl(δ-int(−G))) ⊆ int(cl(δ-int(−cl(G)))) ⊆ −cl(G).

c) Let G ⊆ X.

G ⊆ X ⇒ int(G) ∈ O(X)
Theorem 3.2⇒ −int(G) ∈ e∗O(X)

⇒ −int(G) ⊆ cl(int(δ-cl(−int(G)))) ⊆ cl(int(δ-cl(−G))).
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d) Let G ⊆ X.

G ⊆ X ⇒ int(−G) ∈ O(X)
Theorem 3.2⇒ −int(−G) ∈ e∗O(X)

⇒ −int(−G) ⊆ cl(int(δ-cl(−int(−G)))) ⊆ cl(int(δ-cl(G)))

⇒ int(−G) ⊆ −cl(int(δ-cl(G))). □

Theorem 4.10. Let (X,+, ·, µ) be an e∗-topological ring and G,H ⊆ X. Then, e∗-cl(G) +

e∗-cl(H) ⊆ cl(G+H).

Proof. Let c ∈ e∗-cl(G) + e∗-cl(H). Our purpose is to show that c ∈ cl(G + H). Now, let

W ∈ O(X, c).
c ∈ e∗-cl(G) + e∗-cl(H) ⇒ (∃a ∈ e∗-cl(G))(∃b ∈ e∗-cl(H))(c = a+ b)

W ∈ O(X, c)

 ⇒

⇒ (∃U ∈ O(X, a))(∃V ∈ O(X, b))(U + V ⊆W )(U ∩G ̸= ∅)(V ∩H ̸= ∅)

⇒ (W ∈ O(X, c))((U ∩G) + (V ∩H) ̸= ∅)(U + V ⊆W )

⇒ (W ∈ O(X, c))(∃t ∈ X)(t ∈ (U ∩G) + (V ∩H))(U + V ⊆W )

⇒ (W ∈ O(X, c))(∃u ∈ U ∩G)(∃v ∈ V ∩H)(t = u+ v)(U + V ⊆W )

⇒ (W ∈ O(X, c))(u ∈ U)(u ∈ G)(v ∈ V )(v ∈ H)(U + V ⊆W )

⇒ (W ∈ O(X, c))(u+ v ∈ U + V )(u+ v ∈ G+H)(U + V ⊆W )

⇒ (W ∈ O(X, c))(u+ v ∈ (U + V ) ∩ (G+H) ⊆W ∩ (G+H))

⇒ (W ∈ O(X, c))(W ∩ (G+H) ̸= ∅). □

Remark 4.1. The following example shows that the converse of inclusion given in Theorem

4.10 need not to be true in general.

Example 4.1. Let X = {k, l,m, n} and µ = {∅,X, {k}, {k, l}}. Let the addition and multipli-

cation operations on X be as given in Example 3.1. For the subsets G = {k} and H = {m},

we have cl(G+H) = cl({m}) = {m,n} and e∗-cl(G)+ e∗-cl(H) = e∗-cl({k})+ e∗-cl({m}) =

{k}+ {m} = {m}. It is obvious that cl({m}) = {m,n} ⊈ {m} = e∗-cl(G) + e∗-cl(H).

Theorem 4.11. Let (X,+, ·, µ) be an e∗-topological ring and let (Y,+, ·, ρ) be a topological

ring. If f : X → Y is a ring homomorphism and continuous at 0X, then f is e∗-continuous.

Proof. Let f be a homomorphism and continuous at 0X. Our purpose is to show that f is

e∗-continuous. Now, let V ∈ O(X, f(a)).
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V ∈ O(X, f(a)) ⇒ f(a) = f(a+ 0X) ∈ V ∈ O(T )

f is homomorphism

 ⇒

⇒ f(a) + f(0X) ∈ V ∈ O(X) ⇒ −f(a) + V ∈ O(X, f(0X))

f is continuous in 0X

 ⇒

⇒ (∃W ∈ O(X, 0X))(f [W ] ⊆ −f(a) + V ) ⇒ (∃W ∈ O(X, 0X))(f(a) + f [W ] ⊆ V )

f is homomorphism

 ⇒

⇒ (∃W ∈ O(X, 0X))(f [a+W ] ⊆ V )

U := a+W

 ⇒ (U ∈ e∗O(X, a))(f [U ] ⊆ V ).

□

5. Conclusion

The idea of obtaining more general results than those existing in the literature has led

mathematicians to introduce new concepts such as topological groups, topological rings,

topological fields, and topological vector spaces. In this article, we have introduced a new

concept, called e∗-topological ring, by utilizing e∗-open sets. This new concept comes across

as a more general concept than the concept of β-topological rings. On the other hand, the

results given in this study coincide with the results given [2] in regular topological spaces,

since the collection of all β-open sets is equal to the collection of all e∗-open sets in regular

spaces. We obtained not only many results related to this new notion but also gave some

counterexamples. We believe that the results obtained in this study will find an important

place in future research on topological rings.
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1. Introduction

In 3-dimensional spaces, a regular surface parameterized as Ψ(u, v) = (u, v, z(u, v)) is called

a translation surface if usually z(u, v) is of the form

z(u, v) = f(u) + g(v),

where f and g are differentiable functions of u and v, respectively. Scherk [10] discovered

the first non-trivial minimal translation surface in Euclidean 3-space E3, famously known as

the Scherk surface, and is given by

z(u, v) =
1

c
log

∣∣∣∣cos (cu)cos (cv)

∣∣∣∣ ,
where c(̸= 0) is a constant. Planes and Scherk surfaces are the only minimal translation

surfaces in E3. More than a century later, Liu proved that the circular cylinder is the only
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translation surface with non-zero constant mean curvature [5]. The study of constant mean

curvature translation surfaces has gathered significant attention. For some of the studies,

we refer the reader to see [3, 4, 5, 8, 9, 12]. A natural extension of the translation surface

appears in the form of an affine translation surface, which is a surface parameterized by

Ψ(u, v) = (u, v, z(u, v)), where now

z(u, v) = f(u) + g(au+ v),

and a( ̸= 0) is a constant. Liu and Yu proved that the non-trivial minimal affine translation

surface in E3 is given by

z(u, v) =
1

b
log

∣∣∣∣∣cos (b
√
1 + a2u)

cos (b(v + au))

∣∣∣∣∣,
where b(̸= 0) is a constant. This surface is known as the affine Scherk surface [7]. For other

related works on affine translation surfaces, we refer the reader to see [1, 2, 6, 11].

In connection to the non-zero constant mean curvature of affine translation surfaces, Liu and

Jung [6] obtained the classification results in E3. Now, a Minkowski space is one of the most

trivial indefinite space forms, and it marks its great significance as the trivial solution to the

vacuum Einstein Field Equations without a cosmological constant. Inspired by the previous

developments in the theory of constant mean curvature surfaces, we seek to classify spacelike

affine translation surfaces with constant mean curvature in Minkowski 3-space E3
1.

Consider Ψ(u, v) to be a regular spacelike surface in Minkowski 3-space E3
1. The coefficients

of the 1st fundamental form E,F,G of Ψ(u, v) are given by

E = ⟨Ψu,Ψu⟩, F = ⟨Ψu,Ψv⟩, G = ⟨Ψv,Ψv⟩,

and the coefficients of the 2nd fundamental form L,M,N of Ψ(u, v) are given by

L = ⟨Ψuu, n̂⟩,M = ⟨Ψuv, n̂⟩, N = ⟨Ψvv, n̂⟩,

where n̂ is the unit normal vector and ⟨∗, ∗⟩ = du2+ dv2− dz2 is the Minkowski metric. The

mean curvature H of the surface Ψ(u, v) is given by

H(u, v) =
EN − 2FM +GL

2
(
EG− F 2)

. (1.1)

For a spacelike surface Ψ(u, v) in E3
1, we have EG − F 2 > 0, and for a timelike surfaces

EG−F 2 < 0. In regards to the regular surface Ψ(u, v) embedded in E3
1, following two types

of affine translation surfaces exist:
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(i) Affine translation surface of type 1:

Ψ(u, v) = (u, v, z(u, v)) (1.2)

such that

z(u, v) = f(u) + g(au+ v). (1.3)

(ii) Affine translation surface of type 2:

Ψ(u, v) = (u(v, z), v, z) (1.4)

such that

u(v, z) = h(v) + t(bv + z), (1.5)

where a( ̸= 0), b(̸= 0) are constants and f, g, h, t are smooth functions. We note that whenever

a = 0 or b = 0, affine translation surfaces reduce simply to translation surfaces.

2. Affine translation surfaces with non-zero constant mean curvature

Theorem 2.1. Let Ψ(u, v) = (u, v, z(u, v)) be a spacelike affine translation surface of type 1

in E3
1. If Ψ(u, v) has a non-zero constant mean curvature, then z(u, v) is given by

z(u, v) = ±
√
1 + a2 − c2

2H
(
1 + a2

) √
1 + a2 + 4H2(b− au− v)2 +

(
u− av

1 + a2

)
c+ p

such that c2 < 1 + a2; or

z(u, v) = cv ±
√
1− c2

2H

√
1 + 4H2(b− u)2 + q

such that c2 < 1; where a, b, c, p, q are all constants.

Proof. We know that the mean curvature of a spacelike surface Ψ(u, v) = (u, v, z(u, v)) in E3
1

is given by

H(u, v) =

(
z2u − 1

)
zvv − 2zuzvzuv +

(
z2v − 1

)
zuu

2
(
1− zu2 − zv2

) 3
2

, (2.6)
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where zu, zv denotes partial differentiation of z w.r.t. u and v, respectively. We obtain the

following partial derivatives of z(u, v) from (1.3)

zu = f ′ + ag′,

zv = g′,

zuu = f ′′ + a2g′′,

zvv = g′′,

zuv = ag′′,

(2.7)

where f ′ =
df

du
and g′ =

dg

dx
for x = au+ v. Using (2.7) in (2.6), gives us

−f ′′ −
(
1 + a2

)
g′′ +

(
g′

2
f ′′ + f ′2g′′

)
= 2HT 3, (2.8)

where T 2 = 1−
(
f ′ + ag′

)2 − g′2 and H (̸= 0) is a constant. Eqn (2.8) writes as

−
(
1− g′

2)
f ′′ −

(
1 + a2 − f ′2)g′′ = 2HT 3. (2.9)

Now, we have the following two cases:

Case I. When f ′′ = 0, we have f ′ = c, where c is a constant. Substituting f ′ = c in (2.9)

gives us

−
(
1 + a2 − c2

)
g′′ = 2H

[
1−

(
c+ ag′

)2 − g′
2
] 3

2
. (2.10)

Thus, we have

g′′ = −
2H

(
1 + a2

) 3
2

1 + a2 − c2

[
1 + a2 − c2(
1 + a2

)2 −
(
g′ +

ac

1 + a2

)2
] 3

2

. (2.11)

Making the following substitutions in (2.11)

α =
2H

(
1 + a2

) 3
2

1 + a2 − c2
, β =

ac

1 + a2
and γ2 =

1 + a2 − c2(
1 + a2

)2 ,

results in

g′′[
γ2 −

(
g′ + β

)2] 3
2

= −α. (2.12)

Integrating (2.12) and isolating the expression for g′ gives us

g′ = ± γ3(c1 − αx)√
1 + γ4(c1 − αx)2

− β, (2.13)
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where c1 is a constant. By integrating (2.13), we obtain

g(x) = ± 1

αγ

√
1 + γ4(c1 − αx)2 − βx+ c2, (2.14)

where c2 is a constant. Substituting the values of α, β and γ in (2.14) gives us

g(x) = ±
√
1 + a2 − c2

2H
(
1 + a2

) √
1 + a2 + 4H2(c3 − x)2 −

(
ac

1 + a2

)
x+ c2, (2.15)

where c3 is a constant. Also, f ′ = c gives us

f(u) = cu+ c4, (2.16)

where c4 is a constant. Thus from (1.3), (2.15) and (2.16), we have

z(u, v) =±
√
1 + a2 − c2

2H
(
1 + a2

) √
1 + a2 + 4H2(c3 − au− v)2

+

(
u− av

1 + a2

)
c+ p, (2.17)

where p is a constant and c2 < 1 + a2.

Case II. When f ′′ ̸= 0. Differentiating (2.9) w.r.t. u gives us

(
1− g′

2)
f ′′′ +

(
1 + a2 − f ′2)ag′′′ − 2

(
f ′ + ag′

)
g′′f ′′

= −6HT
[(
f ′ + ag′

)(
f ′′ + a2g′′

)
+ ag′g′′

]
. (2.18)

Now, differentiating (2.9) w.r.t. v gives us

(
1 + a2 − f ′2)g′′′ − 2g′g′′f ′′ = −6HT

[(
f ′ + ag′

)
ag′′ + g′g′′

]
. (2.19)

Eqn’s (2.18) and (2.19) yield

(
1− g′

2)
f ′′′ − 2f ′f ′′g′′ = −6HT

(
f ′ + ag′

)
f ′′. (2.20)

Substituting the value of g′′ from (2.9) in (2.20), we have

(
1− g′

2)
f ′′′ − 2f ′f ′′

[
2HT 3 −

(
1− g′2

)(
1 + a2 − f ′2

) ]
= −6HT

(
f ′ + ag′

)
f ′′. (2.21)

Thus, we obtain

(
1− g′

2) [(
1 + a2 − f ′2)f ′′′ + 2f ′f ′′2

]
= −2HT

[
3
(
f ′ + ag′

)(
1 + a2 − f ′2)− 2T 2f ′

]
f ′′. (2.22)
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Squaring both sides of (2.22) and substituting the value of T 2 gives us

(
1− g′

2)2[(
1 + a2 − f ′2)f ′′′ + 2f ′f ′′2

]2
= 4H2

[
1− (f ′ + ag′)

2 − g′
2
]

×
[
3
(
f ′ + ag′

)(
1 + a2 − f ′2)− 2

{
1−

(
f ′ + ag′

)2 − g′
2}

f ′
]2

f ′′2. (2.23)

We notice that the above expression can be expanded as a polynomial in the powers of g′.

The coefficients of g′ in the above expression are functions of u, and the expression itself is

identically zero, so each term must be zero. But, the coefficient of g′ with the highest degree,

i.e., 6 in (2.23), is −16H2(1 + a2)
3
f ′2f ′′2, which is non-zero. Thus, it follows that g′ is a

constant (Liu and Jung have used the same argument in [6]). Substituting g′ = c in (2.9)

yields

z(u, v) = cv ±
√
1− c2

2H

√
1 + 4H2(b− u)2 + q, (2.24)

where b, c, q are constants and c2 < 1. Thus, the proof of the theorem is complete. □

Theorem 2.2. Let Ψ(v, z) = (u(v, z), v, z) be a spacelike affine translation surface of type 2

in E3
1. If Ψ(v, z) has a non-zero constant mean curvature, then u(v, z) is given by

u(v, z) = ±
√
1− b2 + c2

2H
(
1− b2

) √
4H2

(
a− bv − z

)2 − (
1− b2

)
+

(
v + bz

1− b2

)
c+ p,

such that 1− b2 > 0; or

u(v, z) = ±
√
1 + c2

2H

√
4H2(a− v)2 − 1 + cz + q,

where a, b, c, p, q are all constants.

Proof. The mean curvature H(v, z) of a spacelike surface r(v, z) = (u(v, z), v, z) in E3
1 is

given by

H(v, z) =

(
u2v + 1

)
uzz − 2uvuzuvz +

(
u2z − 1

)
uvv

2
(
u2z − u2v − 1

) 3
2

, (2.25)
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where uv, uz denotes partial differentiation of u w.r.t. v and z, respectively. We obtain the

following partial derivatives of u(v, z) from (1.5)

uv = h′ + bt′,

uz = t′,

uvv = h′′ + b2t′′,

uzz = t′′,

uvz = bt′′,

(2.26)

where h′ =
dh

dv
and t′ =

dt

dy
for y = bv + z. Using (2.26) in (2.25), gives us

−h′′ +
(
1− b2

)
t′′ +

(
t′
2
h′′ + h′

2
t′′
)
= 2HT 3, (2.27)

where T 2 = t′2 −
(
h′ + bt′

)2 − 1 and H (̸= 0) is a constant. Eqn (2.27) writes as(
− 1 + t′

2)
h′′ +

(
1− b2 + h′

2)
t′′ = 2HT 3, (2.28)

Now, we have the following two cases:

Case I. When h′ = c is a constant. It follows from (2.28)(
1− b2 + c2

)
t′′ = 2H

[
t′
2 −

(
c+ bt′

)2 − 1
] 3

2
. (2.29)

Thus, we have

t′′ =
2H

(
1− b2

) 3
2

1− b2 + c2

[(
t′ − bc

1− b2

)2

− 1− b2 + c2(
1− b2

)2
] 3

2

. (2.30)

Making the following substitutions in (2.30)

α =
2H

(
1− b2

) 3
2

1− b2 + c2
, β = − bc

1− b2
and γ2 =

1− b2 + c2(
1− b2

)2 ,

results in

t′′[(
t′ + β

)2 − γ2
] 3

2

= α. (2.31)

Integrating (2.31) and isolating the expression for t′ gives us

t′ = ± γ3(c1 − αy)√
γ4(c1 − αy)2 − 1

− β, (2.32)

where c1 is a constant. Thereby integrating (2.32), we obtain

t(y) = ± 1

αγ

√
γ4(c1 − αy)2 − 1− βy + c2, (2.33)
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where c2 is a constant. Substituting the values of α, β and γ in (2.33) gives us

t(y) = ±
√
1− b2 + c2

2H
(
1− b2

) √
4H2(c3 − y)2 −

(
1− b2

)
+

bc

1− b2
y + c2. (2.34)

Also, h′ = c gives us

h(v) = cv + c4, (2.35)

where c4 is a constant. Thus, from (1.5), (2.34) and (2.35), we have

u(v, z) =±
√
1− b2 + c2

2H
(
1− b2

) √
4H2

(
c3 − bv − z

)2 − (
1− b2

)
+

(
v + bz

1− b2

)
c+ p, (2.36)

where p is a constant.

Case II. When h′′ ̸= 0. Differentiating (2.28) w.r.t. v gives us(
− 1 + t′

2)
h′′′ +

(
1− b2 + h′

2)
bt′′′ + 2

(
h′ + bt′

)
h′′t′′

= 6HT
[
bt′t′′ −

(
h′ + bt′

)(
h′′ + b2t′′

)]
. (2.37)

Now, differentiating (2.28) w.r.t. z gives us(
1− b2 + h′

2)
t′′′ + 2h′′t′t′′ = 6HT

[
t′t′′ −

(
h′ + bt′

)
bt′′

]
. (2.38)

Eqn’s (2.37) and (2.38) yield(
− 1 + t′

2)
h′′′ + 2h′h′′t′′ = −6HT

(
h′ + bt′

)
h′′. (2.39)

Substituting the value of t′′ from (2.28) in (2.39), we have

(
− 1 + t′

2)
h′′′ + 2h′h′′

[
2HT 3 −

(
− 1 + t′2

)(
1− b2 + h′2

) ]
= −6HT

(
h′ + bt′

)
h′′. (2.40)

Thus, we obtain (
− 1 + t′

2) [(
1− b2 + h′

2)
h′′′ − 2h′h′′

2
]

= 2HT
[
−3

(
h′ + bt′

)(
1− b2 + h′

2)− 2T 2h′
]
h′′ (2.41)

Squaring both sides of (2.41) and substituting the value of T 2 gives us(
− 1 + t′

2)2[(
1− b2 + h′

2)
h′′′ − 2h′h′′

2
]2

= 4H2
[
t′
2 −

(
h′ + bt′

)2 − 1
]

×
[
−3

(
h′ + bt′

)(
1− b2 + h′

2)− 2
{
t′
2 −

(
h′ + bt′

)2 − 1
}
h′
]2

h′′
2
. (2.42)
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The coefficient of t′6 in (2.42) is 16H2(1− b2)
3
h′2h′′2, which is non-zero and the concluding

argument in Theorem 2.1 results in t′ being constant. Substituting t′ = c in (2.28) yields

u(v, z) = ±
√
1 + c2

2H

√
4H2(a− v)2 − 1 + cz + q, (2.43)

where a, c, q is a constant. Thus, the proof of the theorem is complete. □

3. Maximal affine translation surfaces

Theorem 3.1. Let Ψ(u, v) = (u, v, z(u, v)) be a maximal affine translation surface of type 1

in E3
1. Then, Ψ(u, v) is either a planar surface or z(u, v) is given by

z(u, v) =
1

c
log

∣∣∣∣∣cosh
[
c
√
1 + a2u+ c1

]
cosh

[
c(au+ v) + c2

] ∣∣∣∣∣+ c3,

where a, c, c1, c2, c3 are constants and c ̸= 0.

Proof. Taking H = 0 in (2.9) gives us

−
(
1− g′

2)
f ′′ −

(
1 + a2 − f ′2)g′′ = 0, (3.44)

which writes as

f ′′

1 + a2 − f ′2 =
−g′′

1− g′2
= λ, (3.45)

where λ is a constant and
(
1 + a2 − f ′2

)(
1− g′2

)
̸= 0.

Depending on λ, we have the following 2 cases:

Case I. λ = 0, gives us

f ′′ = 0, g′′ = 0, (3.46)

which leads to a planar surface in E3
1.

Case II. λ ̸= 0, gives us

f(u) =
1

c
log

∣∣∣2 cosh [c√1 + a2u+ c1
]∣∣∣+ c3, (3.47)

g(au+ v) =
−1

c
log

∣∣∣2 cosh [c(au+ v) + c2
]∣∣∣+ c4, (3.48)

where a, c, c1, c2, c3, c4 are constants. Thus, we have

z(u, v) =
1

c
log

∣∣∣∣∣cosh
[
c
√
1 + a2u+ c1

]
cosh

[
c(au+ v) + c2

] ∣∣∣∣∣+ p, (3.49)

where c ̸= 0 and p is a constant. Thus, the proof of the theorem is complete. □
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Theorem 3.2. Let Ψ(v, z) = (u(v, z), v, z) be a maximal generalized affine translation surface

of type 2 in E3
1. Then, Ψ(v, z) is either a planar surface or u(v, z) is given by

u(v, z) =
1

c
log

∣∣∣∣∣ cos
[
c
√
1− b2v + c1

]
cosh

[
c(bv + z) + c2

]∣∣∣∣∣+ c3, b2 < 1

or

u(v, z) =
1

c
log

∣∣∣∣∣cosh
[
c
√
b2 − 1v + c1

]
cosh

[
c(bv + z) + c2

] ∣∣∣∣∣+ c3, b2 > 1;

where b, c, c1, c2, c3 are constants and c ̸= 0.

Proof. For H = 0, it follows from (2.28)

(
− 1 + t′

2)
h′′ +

(
1− b2 + h′

2)
t′′ = 0. (3.50)

Thus, we have

−h′′

1− b2 + h′2
=

t′′

−1 + t′2
= λ, (3.51)

where λ is a constant and
(
1− b2 + h′2

)(
−1 + t′2

)
̸= 0. λ = 0 leads to a planar surface in

E3
1 and when λ ̸= 0, we have the following cases:

Case I. If b2 < 1; (3.51) yields

u(v, z) = h(v) + t(bv + z),

=
1

c
log

∣∣∣∣∣ cos
[
c
√
1− b2v + c1

]
cosh

[
c(bv + z) + c2

]∣∣∣∣∣+ c3, (3.52)

where b, c, c1, c2, c3 are constants and c ̸= 0.

Case II. If b2 > 1; (3.51) yields

u(v, z) = h(v) + t(bv + z),

=
1

c
log

∣∣∣∣∣cosh
[
c
√
b2 − 1v + c1

]
cosh

[
c(bv + z) + c2

] ∣∣∣∣∣+ c3, (3.53)

where b, c, c1, c2, c3 are constants and c ̸= 0. Thus, the proof of the theorem is complete. □
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[8] López, R. (2011). Minimal translation surfaces in hyperbolic space, Beiträge zur Algebra und Geome-
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[9] López, R. & Munteanu, M. I. (2012). Minimal translation surfaces in Sol3, Journal of the Mathematical

Society of Japan, 64(3), 985-1003.

[10] Scherk, H. F. (1835). Bemerkungen über die kleinste Fläche innerhalb gegebener Grenzen, Journal für
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Abstract. Under the aim of this paper, we establish the terms of graphs related with

bitonic-algebras, which is a bitonic-graph where the vertices are the elements of bitonic

algebra and where the edges are the companian of two vertices, that is two elements from

bitonic algebra. We designate the upper sets of elements in a bitonic algebra and studied

properties of these sets. We state algorithms to check whether the given set is a bitonic

algebra or a commutative bitonic algebra or not. Additionally, we mention the codes of

these algorithms. Moreover, we associate the algorithms of graphs of a bitonic algebra and

state properties of these graphs obtained.
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1. Introduction

In recent mathematical articles and studies, it has been an important matter that the

artificial intelligence is to make a computer simulate a human being in dealing with certainty

and uncertainty in information. At this stage, logic plays an important role to act the

foundation of this mission. Classical logic is a base for information processing dealing with

certain information whereas nonclassical logic including many-valued logic and fuzzy logic
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use classical logic to handle information with various facets of uncertainty, such as fuzziness

and randomness. For this reason, for computer science to deal with fuzzy information and

uncertain information, non classical logic has been used as a useful and a formal instrument.

As required for this reason, BCK-algebras are considered as a generalization of the notion

of algebra of sets with the set subtraction as the only fundamental nonnullary operation and

on the other hand the notion of implication algebra. They are defined by Imai and Iseki in

[19]. Later, Komori [24] introduced the new class of algebras called BCC-algebras as he gave

the name of this work to prove the class of all BCK-algebras does not form a variety. The

notion of dual BCC-algebras is a generalization of many different algebras such as DBCK-

algebras ([9, 23, 40]), Hilbert-algebras([13, 16, 17, 27]), Heyting-algebras (or Brouwerian

lattices)([11, 8]), implication algebras ([1]) and lattice implication algebras ([37, 38])that

ensure the property: (P) x ≤ y implies z ∗ x ≤ z ∗ y and y ∗ z ≤ x ∗ z. Lastly, Yon and Özbal

in [39] defined the bitonic algebras and with the help of derivations they studied properties

of this algebra. Additionally, Özbal studied on filters of bitonic algebras to investigate the

relations between filters and upper sets in [5].

With the help of graphs to deeply study algebraic systems, graphs have been considered

a significant method and topic in many mathematical papers and studies in recent times.

For instance, in 1998 Beck [7] studied rings and algebras in this manner. In this study, by

presenting the zero-divisor graph of a commutative ring a correlation between graph theory

and commutative ring theory is constructed. Then, many mathematicians extend this graphs

in classical structures more definitely, in commutative ring [3], commutative semirings [35]

and semigroups [25], near-rings [36], Cayley Vague Graphs [28]. These studies consider graphs

in classical and non-classical algebras. The total graph of a commutative ring is studied in [6]

and investigated the total graph of a commutative semiring with non-zero identity. Also, the

annihilator graph of a commutative ring is considered in [2] and the area of zero-divisor graphs

of commutative rings is focused in [12]. Bres̆ar et al.[10] defined the cover incomparability

graphs of posets and the directed graphs of lattices is examined in [32]. Nowadays, many

mathematicians have focused on graph of logical algebras because of the reason that these

algebras are related to information systems and many other different branches of computer

sciences. For example, Jun and Lee [20] studied zero-divisor graph in BCK/BCI-algebras

whereas Hu and Li [18] obtained some properties on graphs of BCH-algebras. Additionally,

Gürsoy et al. introduced an alternative construction of graphs on MV-algebras in [15] and

they obtained a suitable representation of MV-algebras by using graphs. Similarly, Kırcalı
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Gürsoy focused on the notion of graphs on Wajsberg algebras and stated that commutative

W-graphs are also symmetric graphs in [22]. And, many other graph operations are studied

in [21], such as coloring of a commutative ring in [4], and these will be applied on graphs of

bitonic algebras in the future work.

Motivated by these works, in this paper we study the associated graphs of bitonic algebras

that are the generalizations of dual BCC-algebras in a different manner than those mentioned

above.

2. Preliminaries

During this section, firstly, we give some fundamental definitions, lemmas, theorems about

bitonic algebras that will be used as a tool. Secondly, we remind some graph theory concepts

used in this study.

2.1. Bitonic Algebras. A dual BCC-algebra is an algebraic system (X, ∗, 1) satisfying the

following axioms for all x, y, z ∈ X :

(D1) (x ∗ y) ∗ ((y ∗ z) ∗ (x ∗ z)) = 1,

(D2) 1 ∗ x = x,

(D3) x ∗ 1 = 1,

(D4) x ∗ x = 1,

(D5) x ∗ y = 1 and y ∗ x = 1 imply x = y.

Definition 2.1. [39] A bitonic algebra is an algebraic system (A, ∗, 1) satisfying the following

axioms for every a, b, c ∈ A:

(B1) a ∗ 1 = 1,

(B2) 1 ∗ a = a,

(B3) a ∗ b = 1 and b ∗ a = 1 implies a = b,

(B4) a ∗ b = 1 implies (c ∗ a) ∗ (c ∗ b) = 1 and (b ∗ c) ∗ (a ∗ c) = 1.

where A is a set, 1 an element in A and ∗ a binary operation on A.

Lemma 2.1. [39] In a bitonic algebra (A, ∗, 1) for all a, b, c ∈ A the followings hold:

(1) a ∗ a = 1,

(2) a ∗ b = b ∗ c = 1 implies a ∗ c = 1,

(3) a ∗ (b ∗ a) = 1.
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Corollary 2.1. [39] If a binary relation “≤” on A where (A, ∗, 1) be a bitonic algebra is

defined by

a ≤ b ⇐⇒ a ∗ b = 1

for any a, b ∈ A, then it is clear that by (B3) and Lemma 2.1 ≤ is a partial order on A.

Lemma 2.2. [39] Let (A, ∗, 1) be a bitonic algebra. Then for all a, b, c ∈ A :

(1) a ≤ b refers c ∗ a ≤ c ∗ b and b ∗ c ≤ a ∗ c,

(2) a ≤ b ∗ a.

Example 2.1. [39] Let ∗ be a binary operation on N = {1, x, y, z, w} with the table given

below:

Table 1. Cayley Table for N

∗ 1 x y z w

1 1 x y z w

x 1 1 y z w

y 1 x 1 z w

z 1 1 1 1 x

w 1 1 1 z 1

(N, ∗, 1) is a bitonic algebra and the Hasse diagram can be given as

1

x

z

y

w

�
�

�

,
,
,
,
,
@

@
@@
@
@

l
l

l
l

l

Figure 1. Hasse diagram of the bitonic algebra N in Example 2.1

Definition 2.2. Let (A, ∗, 1) be a bitonic algebra. The binary operation “♢” on A is defined

by a♢b = (a ∗ b) ∗ b for every a, b ∈ A.

Lemma 2.3. [39] For the binary operation ♢ on (A, ∗, 1) as a bitonic algebra

(1) b ≤ a♢b,
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(2) a ≤ b implies a♢b = b,

(3) 1♢a = 1 and a♢1 = 1

hold for every a, b ∈ A.

Definition 2.3. [39] S ̸= ∅ as a subset of a bitonic algebra A is called a bitonic subalgebra

of A if ”x ∗ y ∈ S” for all x, y ∈ S, and F ̸= ∅ as a subset of A is called a filter of A if

(F1) 1 ∈ F ,

(F2) x ∈ F with x ∗ y ∈ F refers y ∈ F for any x, y ∈ F .

Definition 2.4. [39] A bitonic algebra (A, ∗, 1) is said to be commutative if

(a ∗ b) ∗ b = (b ∗ a) ∗ a for every a, b ∈ A.

Example 2.2. Let ∗ be a binary operation on C = {1, a, b} with the table given below then

Table 2. Cayley Table for C

∗ 1 a b

1 1 a b

a 1 1 b

b 1 a 1

(C, ∗, 1) is a commutative bitonic algebra.

2.2. Some Basic Concepts on Graph Theory. Here, we consider some basic definitions

and concepts in graph theory.

Definition 2.5. [14] A graph is a pair G = (V,E) of sets satisfying E ⊆ V × V ; thus,

the elements of E are ordered pairs of V . To avoid notational ambiguities, we shall always

assume tacitly that V ∩E = ∅. The elements of V are the vertices (or nodes, or points) of the

graph G, the elements of E are its edge edges (or lines). The usual way to picture a graph is

by drawing a dot for each vertex and joining two of these dots by a line if the corresponding

two vertices form an edge.
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Example 2.3. Let V = {1, 2, 3, 4, 5} be a vertex set and E = {(1, 2), (2, 3), (3, 5), (3, 4), (4, 5)}

be a edge set of G = (V,E). We can illustrate this graph as Figure 2.

1

2

3

4

5

�
�

�

,
,
,
,
,

Figure 2. The graph of G = (V,E) for Example 2.3

Definition 2.6. [14] A path is a non-empty graph P = (V,E) of the form

V = {x0, x1, . . . , xk}, E = {(x0, x1), (x1, x2), . . . , (xk−1, xk)}

where the xi are all distinct. The vertices x0 and xk are linked by P and are called its ends;

the vertices x1, x2, . . . , xk−1 are inner vertices of P . The number of edges of a path is its

length, and the path of length k ise denoted by P k.

Definition 2.7. [14] The distance dG(x, y) in G of two vertices x, y is the length of a shortest

x− y path in G; if no such path exist, we set d(x, y) = ∞. The greatest distance between any

two vertices in G is the diameter of G, diameter denoted by diam(G). The diameter of G is

said to be zero if there is only one vertex in G.

Definition 2.8. [26, 34] A connected graph with more than one vertex has a diameter of one

if and only if each pair of distinct vertices forms an edge and it is called a complete graph.

3. Some New Algorithms on Bitonic Algebra

In this section, we will introduce the algorithms that test whether the definitions given

in the previous section are ensured by any sets. These algorithms are coded in VB-Script

Language in Ms EXCEL Program to make our studies on these algebras easier than usual.

After explaining these mentioned algorithms we will share the codes belongs to this language.
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Algorithm 1: Determining Bitonic Algebra

Data: Set A, * operation, operator table

Result: (A, *, 1) is a bitonic algebra or not

1 initialization;

2 if A ̸= ∅ OR 1 /∈ A then

3 Return false

4 foreach x in A do

5 if x * 1 ̸= 1 then

6 Return false

7 if 1 * x ̸= x then

8 Return false

9 foreach x, y in A do

10 if x * y = 1 AND y * x = 1 then

11 if x ̸= y then

12 Return false

13 foreach x, y in A do

14 if x * y = 1 then

15 foreach z in A do

16 if (z * x) * (z * y) ̸= 1 OR (y * z) * (x * z) ̸= 1 then

17 Return false

In Algorithm 1, it is checked whether the given structure is a bitonic algebra or not by

using Definition 2.1 of bitonic algebras. The inputs of this algorithm are the set A and the

Cayley Table of the operator ∗. Firstly, the algorithm examines whether the given set A is

an empty set, and 1 belongs to A. If the given set A is empty or does not contain 1, then

the algorithm returns FALSE. Then, it examines for every x in A, whether the conditions

B1 and B2 of Definition 2.1 are satisfied. If any of these conditions are not satisfied then

the algorithm returns FALSE.
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The following step of the algorithm is to check the condition B3 of Definition 2.1. Accord-

ing to this step, whenever x ∗ y = 1 or y ∗ x = 1 is satisfied for any x, y in A, it is checked

whether these x and y are different elements. If these elements are different than each other

then the algorithm returns FALSE. The last step of the algorithm checks whether the last

part B4 of Definition 2.1 is satisfied or not. According to this step, it is examined whether

x∗y = 1 is satisfied or not for any elements x, y in A. If this is satisfied for any x, y in A, then

for any element in A (say z in A) the algorithm works out for the solution of (z ∗ x) ∗ (z ∗ y)

and (y ∗ z) ∗ (x ∗ z). If one these results is different than 1, then the algorithm FALSE.

1 ’The Cayley Table is being imported into a two -dimensional array

2 For i = 2 To m + 1

3 For j = 2 To m + 1

4 m1(i - 1, j - 1) = Cells(i, j)

5 Next j

6 Next i

7

8 ’The conditions B1 and B2 are being checked

9 control = 0

10 For i = 1 To m

11 If m1(1, i) <> Cells(1, i + 1) Then control = 1

12 If m1(i, 1) <> 1 Then control = 1

13 Next i

14

15 If control <> 0 Then

16 MsgBox "B1 OR B2 are not obtained"

17 GoTo bit

18 End If

19

20 ’The condition B3 is being checked

21 For i = 1 To m

22 For j = 1 To m

23 If m1(i, j) = 1 Then

24 If m1(j, i) = 1 Then

25 If i <> j Then

26 MsgBox "B3 is not obtained"
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27 control = 1

28 GoTo bit

29 End If

30 End If

31 End If

32 Next j

33 Next i

34

35 ’The condition B4 is being checked

36 For i = 1 To m

37 For j = 1 To m

38 If m1(i, j) = 1 Then

39 For k = 1 To m

40 If (m1(m1(k, i), m1(k, j)) = 1 And m1(m1(j, k), m1(i, k)) =

1) <> True Then

41 MsgBox "B4 is not appropriate (" & k & "*" & i & ")*(" &

k & "*" & j & ") or one of these (" & j & "*" & k & ")*(" & i & "*" & k &

") is not 1"

42 control = 1

43 GoTo bit

44 End If

45 Next k

46 End If

47 Next j

48 Next i

49

50 If control = 0 Then

51 Cells (12, 1) = "Bitonic Algebra"

52 Else

53 Cells (12, 1) = "Not a Bitonic Algebra"

54 GoTo bit

55 End If

56 bit:

Listing 1. Codes for Algorithm 1

We consider a code for this table that will be easily runned in EXCEL to list its entries.
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Algorithm 2: Generating ♢-Operation Table on a Bitonic Algebra

Data: (A, 1, *) Bitonic Algebra, * Operation Table

Result: ♢-Table[ , ]

1 ♢-Table[ , ]=null

2 foreach x, y in A do

3 ♢-Table[x,y]=(x*y)*y

The Cayley table of the ♢ operator is obtained with the help of the Algorithm 2. This

time, the input of this algorithm is a bitonic algebra. In the beginning, an empty Cayley

table of the ♢ operator is formed. Then, the solution of (x ∗ y) ∗ y is examined for every

element x, y in A.

One of the main purpose of this algorithm is that this algorithm is coded in VBScript

language and these codes are given in Listing 2.

1 For i = 1 To m

2 For j = 1 To m

3 m1v(i, j) = m1(m1(i, j), j)

4 Next j

5 Next i

Listing 2. Codes for Algorithm 2

Algorithm 3: Determining Commutativity of a Bitonic Algebra

Data: ♢-Table[ , ] of (A, 1, *) Bitonic Algebra

Result: (A, *, 1) is a Commutative Bitonic Algebra or not

1 initialization;

2 foreach x, y in A do

3 if x ♢ y ̸= y ♢ x then

4 Return false

In this Algorithm 3, it is checked whether the given bitonic algebra is commutative or

not. The inputs of this algorithm are a bitonic algebra and the cayley table of ♢ operation

defined in this bitonic algebra. If this table is symmetric then the given bitonic algebra is

commutative. For this reason, it is examined whether x♢y and y♢x are the same or not
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for any x, y in the given bitonic algebra. If a non-identical condition is detected, then the

algorithm outputs FALSE.

This algorithm is coded in VBScript language and these codes are given in Listing 3

1 controlv = 0

2 For i = 1 To m - 1

3 For j = i + 1 To m

4 If (m1v(i, j) <> m1v(j, i)) Then controlv = 1

5 Next j

6 Next i

7

8 If controlv = 0 Then

9 Cells (12, 13) = "Commutative Bitonic Algebra"

10 Else

11 Cells (12, 13) = "Not a Commutative Bitonic Algebra"

12 GoTo bit

13 End If

14 bit:

Listing 3. Codes for Algorithm 3

4. Graphs on Bitonic Algebras

To consider graphs of bitonic algebras, firstly we focus on upper sets of these algebras. In

this section, initially we give the definition of graph of bitonic algebras and introduce the

algorithm lists the entries of adjacency matrix on a bitonic algebra. Moreover, we consider

the codes of this algorithm to list the entries of the adjaceny matrix on a bitonic algebra.

Definition 4.1. (A, ∗, 1) as a commutative bitonic algebra corresponds to an undirected graph

G(A), where V (G(A)) consists of the elements of A and two distinct elements a, b ∈ A are

called adjacent if and only if a♢b = 1. G is said to be a A− graph under these conditions.
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Algorithm 4: Generating Adjacency Matrix on a Bitonic Algebra

Data: ♢-Table[ , ] of (A, 1, *) Bitonic Algebra

Result: Adj(G(A))[ , ] Adjacency Matrix

1 initialization;

2 foreach x, y in A do

3 if x ♢ y = 1 then

4 Adj(G(A))[x, y] = 1

5 else

6 Adj(G(A))[x, y] = 0

In this Algorithm 4, the adjacency matrix for any bitonic algebra given according to

the Definition 4.1 is created. The inputs of this algorithm are a bitonic algebra and the

Cayley table of ♢ operation defined in this algebra. In the beginning, the solution of x♢y

for any elements x, y in the given bitonic algebra is studied. If this solution is 1, then the

corresponding element in a two-dimensional array in the adjacency matrix is assigned as 1,

otherwise it is assigned as 0.

Coding in this algorithm VBScript language in MS EXCEL programe is one the most

important part of this paper and these codes are given is Listing 4.

1 For i = 1 To m

2 For j = 1 To m

3 If m1v(i, j) = 1 Then

4 m1vadj(i, j) = 1

5 Else

6 m1vadj(i, j) = 0

7 End If

8 Next j

9 Next i

Listing 4. Codes for Algorithm 4
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Example 4.1. Let (A, ∗, 1) be the bitonic algebra mentione in Example 2.2. Using the

Definition 4.1, the adjacency matrix of the graph of A is

Adj(G(A))=

1 a b

1 1 1 1

a 1 0 1

b 1 1 0

1

a b

�
�

� @
@

@

Figure 3. The graph of the bitonic algebra A given in Example 2.2 with

the Hasse Diagram

Example 4.2. Let (A, ∗, 1) be the bitonic algebra given in Example 2.1. Using the Definition

4.1, the adjacency matrix of the graph of A is:

Adj(G(A))=

1 x y z w

1 1 1 1 1 1

x 1 0 1 1 1

y 1 1 0 1 1

z 1 0 0 0 0

w 1 0 0 1 0

1

x

z

y

w

�
�

� \
\

\�
�
�
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,
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Figure 4. The graph of the bitonic algebra A given in Example 2.1

Lemma 4.1. Vertex 1 in a A-graph is adjacent to all vertices in G(A).

Proof. By definition of a bitonic algebra a♢1 = (a ∗ 1) ∗ 1 = 1 ∗ 1 = 1 for ever a ∈ A . So,

vertex 1 and vertex a are connected with an edge in every A-graph. □



348 S. AYAR OZBAL, R. POLAT, S. ESKIIZMIRLILER, AND M. KURT

Lemma 4.2. A-graph G(A) is connected by having diam(G(A)) ≤ 2.

Proof. Let a, b ∈ A be any two distinct vertices on G(A). Assume that a♢b = 1. Therefore,

we get d(a, b) = 1, so have diam(G(A)) ≤ 2. Now, assume that a♢b ̸= 1. For a bitonic algebra

we have a♢1 = (a ∗ 1) ∗ 1 = 1 ∗ 1 = 1 and b♢1 = (b ∗ 1) ∗ 1. That is to say that a is adjacent

to 1 and b is adjacent to 1. Hence, we get d(a, b) ≤ 2 meaning that diam(G(A)) ≤ 2. □

Definition 4.2. (A, ∗, 1) as a bitonic algebra is said to be self − distributive if a ∗ (b ∗ c) =

(a ∗ b) ∗ (a ∗ c) for all a, b, c ∈ A.

Example 4.3. The bitonic algebra (A, ∗, 1) given in Example 1 is not a self-distributive

algebra. But, if ∗ on A = {1, x} is defined as a binary relation whose table is

∗ 1 x

1 1 x

x 1 1

It is easy to see that (A, ∗, 1) a self-distributive bitonic algebra.

We will consider the upper set of a as an element in a bitonic algebra A by

U(1, a) = {x ∈ A|1 ∗ (a ∗ x) = 1}

for each a ∈ A.

For the rest of the paper (A, ∗, 1) = A is given as a self-distributive bitonic algebra.

Proposition 4.1. For any a ∈ A, the upper set U(1, a) is a filter of A.

Proof. Let a ∈ A. Then by (B1), (B2) we have for all a ∈ A a ∗ 1 = 1 and 1 ∗ (a ∗ 1) = 1.

Therefore, 1 ∈ U(1, a). Now, let y ∈ U(1, a) and y ∗ x ∈ U(1, a) for any x, y ∈ A. Then we

have a ∗ y = 1 and a ∗ (y ∗ x) = 1. Since A is a self-distributive bitonic algebra we have

a ∗ (y ∗ x) = (a ∗ y) ∗ (a ∗ x) = 1 ∗ (a ∗ x) = (a ∗ x) = 1.

Therefore, x ∈ U(1, a). Hence we get U(1, a) is a filter of A. □

Proposition 4.2. Let B,C ⊆ A, then

(1) If B ⊆ C then U(1, C) ⊆ U(1, B),

(2) U(1, B ∪ C) = U(1, B) ∩ U(1, C),
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(3) U(1, B) ∪ U(1, C) ⊆ U(1, B ∩ C).

Proof. Let B,C ⊆ A.

(1) Let B ⊆ C and suppose that x ∈ U(1, C). So we have 1 ∗ (c ∗ x) = 1 and c ∗ x = 1

for all c ∈ C. But we know that B ⊆ C so every element of B is in C therefore,

b ∗ x = 1 ∗ (b ∗ x) = 1 for all b ∈ B ⊆ C. Therefore, x ∈ U(1, B) that is to say that

U(1, C) ⊆ U(1, B).

(2) We know that B ⊆ B∪C and C ⊆ B∪C, and by part 1 we have U(1, B∪C) ⊆ U(1, B)

and U(1, C). Then U(1, B ∪ C) ⊆ U(1, B) ∩ U(1, C).

Now, conversely, let x ∈ U(1, B) ∩ U(1, C). Then we have 1 ∗ (b ∗ x) = 1 that is

b ∗ x = 1 for all b ∈ B and similarly 1 ∗ (c ∗ x) = 1 that is (c ∗ x) = 1 for all c ∈ C.

Therefore, for any a ∈ B ∪ C we have a ∈ B or a ∈ C, and hence 1 ∗ (a ∗ x) = 1

that is (a ∗ x) = 1 for all a ∈ B ∪ C. And so we get x ∈ U(1, B ∪ C) gives us

U(1, B) ∩ U(1, C) ⊆ U(1, B ∪ C). Therefore, U(1, B ∪ C) = U(1, B) ∩ U(1, C).

(3) We have B ∩ C ⊆ B and B ∩ C ⊆ C and also by part 1 of this proposition we have

U(1, B) ⊆ U(1, B ∩ C) and U(1, C) ⊆ U(1, B ∩ C). Therefore, we get U(1, B) ∪

U(1, C) ⊆ U(1, B ∩ C).

□

Proposition 4.3. If B ̸= ∅ is a subset of A then, U(1, B) =
⋂

b∈B U(1, b).

Proof. Let B be a non-empty subset of a self-distributive bitonic algebra A. We have B =⋃
b∈B{b}, and by Proposition 4.2 (2) we have

U(1, B) = U(1,
⋃
b∈B

{b}) =
⋂
b∈B

U(1, b).

□

Proposition 4.4. If a ≤ b for any a, b ∈ A then U(1, a) ⊆ U(1, b).

Proof. Let x ∈ U(1, a). Then we get 1∗ (a∗x) = 1 that is a∗x = 1. And, by our assumption

we have a ≤ b and by Lemma 2.2 (1) (b ∗ x) ≤ (a ∗ x). Hence we get (b ∗ x) = 1 since

(a ∗ x) = 1. Therefore, x ∈ U(1, b). □

Definition 4.3. Let A be bitonic algebra (A, ∗, 1) that is self − distributive. Define a

relation ∼ on A as a ∼ b ⇔ U(1, a) = U(1, b).
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Lemma 4.3. The relation forms an equivalence relation on a bitonic algebra (A, ∗, 1) that

is self − distributive.

Lemma 4.4. For every a, b, c ∈ (A, ∗, 1)

a ∗ (b ∗ c) = b ∗ (a ∗ c).

Proof. Let a, b, c ∈ A. Then

a ∗ (b ∗ c) = (a ∗ b) ∗ (a ∗ c),

and since b ≤ a ∗ b, (a ∗ b) ∗ (a ∗ c) ≤ b ∗ (a ∗ c). This implies a ∗ (b ∗ c) ≤ b ∗ (a ∗ c).

Interchanging the role of a and b, we can show b ∗ (a ∗ c) ≤ a ∗ (b ∗ c). Hence a ∗ (b ∗ c) =

b ∗ (a ∗ c). □

On the definition of upper set, since 1 ∗ a = a for every a ∈ A, we should define the upper

set by

U(a) = {x ∈ A | a ∗ x = 1}.

Definition 4.4. Let U(x) and U(y) be the upper sets of the bitonic algebra (A, ∗, 1) for all

x, y ∈ A. Then we can define ”♢” among the upper sets U(x) and U(y) as follow

U(x)♢U(y) = {z ∈ A|a♢b = z for all a ∈ U(x) and for all b ∈ U(y)}.

Then we can define the graph GU (A), where V (GU (A)) consists of the elements of U(A),

and two distinct elements U(a), U(b) ∈ U(A) are called adjacent if and only if U(a)♢U(b) =

{1}.

Example 4.4. Let A be the bitonic algebra given in Example 2.1. Then we can consider the

upper sets for every elements of A as given below.

U(1) = {1}, U(x) = {1, x}, U(y) = {1, y}, U(z) = {1, x, y, z}, U(w) = {1, x, y, w}.

Then, we can give the table of ♢ among these upper sets as follow.
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♢ U(1) U(x) U(y) U(z) U(w)

U(1) {1} {1} {1} {1} {1}

U(x) {1} {1, x} {1} {1, x} {1, x}

U(y) {1} {1} {1, y} {1, y} {1, y}

U(z) {1} {1, x} {1, y} {1, x, y, z} {1, x, y, w}

U(w) {1} {1, x} {1, y} {1, x, y} {1, x, y, w}

Then the graph GU (A), where V (GU (A)) consists of the elements of U(A) and two distinct

elements U(x), U(y) ∈ U(A) are called adjacent if and only if U(x)♢U(y) = {1} that we can

read from this table. Therefore, the adjacency matrix of the graph of GU (A) can be given as

follows:

Adj(GU (A))=

U(1) U(x) U(y) U(z) U(w)

U(1) 1 1 1 1 1

U(x) 1 0 1 0 0

U(y) 1 1 0 0 0

U(z) 1 0 0 0 0

U(w) 1 0 0 0 0

U(1)

U(x)

U(z)

U(y)

U(w)

�
�

� \
\

\�
�
�
�
�
�
�

B
B
B
B
B
B
B

Figure 5. The graph of the bitonic algebra A given in Example 2.1 with

the Hasse Diagram
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Algorithm 5: Generating U(1, x) Upper Sets on a Bitonic Algebra

Data: (A, 1, *) Bitonic Algebra, * Operation Table

Result: (U(1, x) Upper Sets for all x ∈ A

1 initialization;

2 foreach x in A do

3 U(1, x)=null

4 foreach y in A do

5 if 1 * ( x * y ) = 1 then

6 add element y to U(1, x)

In Algorithm 5, the upper sets are examined according to the Definition 4.2 given for a

bitonic algebra. The input of this algorithm is a bitonic algebra. Here, according to the given

definition, the upper sets of every elements (except 1) are examined separately. Let x be the

element whose upper set is examined. In the algorithm, firstly an empty U(1, x) element is

created. Then, for every element y in the bitonic algebra given, the operation 1 ∗ (x ∗ y) is

calculated. If this is equivalent to 1, then y is assigned to the upper set U(1, x).

This algorithm is also coded in MS EXCEL programe in VBScript language and these

codes are given in Listing 5.

1

2 For a = 2 To m

3 ’the sets are written in a cell in EXCEL"

4 Cells(a, 37) = "U(1," & a & ") = "

5 counter = 0

6 For x = 1 To m

7 If m1(1, m1(a, x)) = 1 Then

8 If sayac <> 0 Then

9 Cells(a, 38) = Cells(a, 38) & "," & x

10 End If

11 If the counter = 0 Then

12 Cells(a, 38) = Cells(a, 38) & x

13 counter = counter + 1

14 End If
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15 End If

16 Next x

17 Next a

18

Listing 5. Codes for Algorithm 5

5. Conclusion and Future Works

In this work, firstly we evoke basic knowledge about bitonic algebras and graphs. Then,

algorithms are enhanced to check whether any given set is a bitonic algebra or not. These

algorithms check the properties or definitions given in preliminaries for a bitonic algebra

and additionally these algorithms are coded in VB-Script Language. In the third section,

with the help of the operators defined for bitonic algebras, the graphs based on bitonic

algebras are defined and some examples are stated. In recent years, the studies consider

the relations between algebraic structures and graphs gain very importance. A new point of

view is gained on daily life problems by graph modeling of theoretical findings in algebraic

structures. Additionally, the Sheffer Stroke Operation that reducts axiom systems of many

algebraic structures [30],[31], [29] and fuzzy concepts are used to study different notions of

algebraical systems [33]. Because of this reason, our work to search for the relationship

between bitonic algebra and different graph types continues based on this study. We will

consider fuzzy graphs of bitonic algebras and also extend our work to the graphs of Sheffer

stroke bitonic algebras.
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354 S. AYAR OZBAL, R. POLAT, S. ESKIIZMIRLILER, AND M. KURT

[7] Beck, I. (1988). Coloring of commutative rings. Journal of algebra, 116(1), 208-226.

[8] Birkhoff, G. (1940). Lattice theory (Vol. 25). American Mathematical Soc..

[9] Borzooei, R. A., and Khosravi Shoar, S. (2006). Implication algebras are equivalent to the dual implicative

BCK-algebras. Scientiae Mathematicae Japonicae, 63(3), 429-432.
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